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Abstract

As high-performance computing (HPC) systems advance towards exascale (10 operations
per second), they must leverage increasing levels of parallelism to achieve their performance
goals. In addition to increased parallelism, machines of that scale will have strict power
limitations placed on them. One direction currently being explored to alleviate those issues
are many-core processors such as Intel’s Xeon Phi line. Many-core processors sacrifice clock
speed and core complexity, such as out of order pipelining, to increase the number of cores
on a die. While this increases floating point throughput, it can reduce the performance of
serialized, synchronized, and latency sensitive code paths, such as traditional communication

libraries.

In this thesis, I examine the impact of many-core processors on large-scale scientific appli-
cations and explore ways to improve performance for both future and legacy applications.
I examine the effect by characterizing the performance and power tradeoffs for different
core frequencies and network hardware. Then, I explore the viability of next-generation
programming models by benchmarking the performance of communication libraries utilizing

multisthreadedronessidedscommunication. Next, I improve communication library perfor-

viil
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mance for legacy applications for many-core systems through optimizing the matching algo-
rithm to leverage single instruction multiple data vectors and caching behavior. Finally, I

explore two other matching algorithm optimizations targeted at next-generation processors

and applications.

1X
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Chapter 1

Introduction

The drive to improve performance and capability in modern scientific computing has caused
computational scientists to leverage increasing levels of parallelism in their applications. Tra-
ditional high performance computing (HPC) has focused on providing communication and
data movement between computers (nodes) with fast, complex processors with limited paral-
lelism on the chip. However, as clock speeds approach their theoretical and practical limits,
new generations of processors are focusing on improving performance through parallelism
and new hardware features. New processor architectures, such as the many-core Intel Xeon

Phi, have opted to reduce core speed and complexity to enable even greater parallelism.

This poses a challenge to HPC middleware and communication libraries which have been
designed and optimized for fast complex cores and limited parallelism. Expensive data
structures in critical sections can decrease performance for latency sensitive regions of the
code, keeping them from utilizing increased parallelism. In addition, proposed programing
models have the potential to exacerbate the problem by redistributing work into smaller

pieces, increasing synchronization and middleware overhead.

This chapter introduces the broader HPC concepts and research challenges for the use of

communication libraries on many-core architectures. Section 1.1 presents advances in mod-
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Chapter 1. Introduction

ern HPC hardware including many-core processors, network offload, and high bandwidth
memory. Section 1.2 presents the current state of the art in HPC communication libraries,
focusing on the most prevalent interface, MPI. Section 1.3 discusses the design challenges
and constraints facing next generation HPC systems: power, memory performance, and
increased parallelism. Section 1.4 presents the technical contributions of this dissertation.

Finally, Section 1.5 presents an outline for the remaining chapters of this dissertation.

1.1 Modern HPC hardware

Current trends in HPC architectures have eschewed traditional processor clock speed for
improving performance through other hardware optimizations. Many-core architectures,
network offload, and high bandwidth memory are three advances proposed to improve per-
formance for current and future HPC architectures. The rest of this section will discuss
these hardware advancements in detail; 1.1.1 will discuss many-core architectures, 1.1.2 will

discuss network offload, and 1.1.3 will discuss high bandwidth memory.

1.1.1 Many Lightweight Cores

Many-core systems sacrifice core complexity and speed to provide a large increase in the
number of cores. For example, the Xeon Phi Knight’s Landing (KNL) architecture has up to
72 cores on a chip compared to 22 in the Intel Xeon Broadwell. This comes at the cost of low
clock speeds, maxing out at 1.5 GHz rather than the 3.7 GHz!' on Broadwell, and decreased
complexity, with a 3 step out-of-order pipeline compared to the 20 step out-of-order pipeline
per-thread on Broadwell. This allows highly parallel codes to achieve higher computational
throughput by leveraging all of the cores. It also has limitations for serial segments of code

and hiding latency of operations such as memory lookups.

IThis clock speed is based on a different model of Broadwell, the frequency for the 22 core model
is 2.2 GHz.
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1.1.2 Network Offload

Network offload is a hardware technique that utilizes a dedicated network protocol proces-
sor to reduce interference with application processes. This approach avoids costly context
switches, system noise, and memory contention [49]. This approach can vary in the amount
of a network processing operation done on the added hardware. This amount varies from
Intel’s Infinipath network, which offloads a subset of low level network operations, to Atos’
BXT interconnect [28] which fully offloads network and HPC communication library process-
ing. While this approach is becoming increasingly available and can become a solution for
HPC communication libraries in the future, it presents an interesting challenge to HPC com-
munication libraries as different networks diverge in utilized code-path and optimizations on

one platform will not have the same impact on another.

1.1.3 High Bandwidth Memory

As processors continue to increase parallelism to increase throughput, performance bottle-
necks have shifted to other parts of the system. Memory bandwidth is one of the more promi-
nent limiting factors for many-core systems. To address this constraint, the Knight’s Land-
ing processor has introduced high bandwidth memory in the form of Multi-Channel DRAM
(MCDRAM). MCDRAM is structurally different than standard memory, being stacked on
top of the processor die. MCDRAM increases memory bandwidth to the processor but has
limited capacity. While the MCDRAM can act as a cache, many applications see better per-
formance when running exclusively out of MCDRAM [97]. This places a memory limitation
on HPC communication libraries which need to maintain state for each process in the job.
The memory constraint is expected to further reduce the amount of available memory per

core in next generation systerns.
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Chapter 1. Introduction
1.2 The Message Passing Interface

The Message Passing Interface (MPI) is a network communication interface defined by the
community. It has a number of widely-used implementations including Open MPI and
MPICH. MPI is the most common communication library for HPC workloads and is utilized
in parallel scientific applications. While alternatives like OpenSHMEM and Unified Parallel
C exist, they do not see the same community adoption as MPI. Due to the ubiquity of MPI,
this dissertation focuses on it as the primary HPC communication library. Subsection 1.2.1
describes the traditional two-sided and newer one-sided user interfaces. Subsection 1.2.2
presents some of the implementation details of message matching, a required component for
MPT’s two-sided interface. Finally, Subsection 1.2.3 presents the details of MPI’s thread

support.

1.2.1 Message Passing and Remote Memory Access

Traditional message passing has been one of the main focuses of MPI requiring both sides to
interact with the library to manage data placement. The receiver of a message must provide
an inbox buffer and identification data. The sender of a message must provide data and
routing information to ensure that the data gets place properly. To properly place the data,
the receiving process does message matching which is described in detail in section 1.2.2.
RMA is another form of communication in MPI that attempts to avoid library processing
steps like matching. It does this by placing data in a sender specified region and does not

require interaction from the receiver. Section 2.2 has more details on MPI and RMA.

1.2.2 Message Matching

The message matching engine is one of the major internal computations in MPI. It matches

incoming message data toa buffer specified in a receive function call. This matching uses
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two identifiers, a tag and the sender’s rank. The matching engine is constrained by behavior
guarantees in the MPI specification. First, the matching engine must ensure order. If a re-
ceive request matches two pending messages, it must match the first to enter the match list.
Second, receives must support wild card identifiers. This allows for unexpected communi-
cation between two nodes. For example, AMG2013 [7] uses this to establish communication

outside of its regular halo exchange.

Standard matching implementations utilize a pair of linked lists: a posted receive queue and
an unexpected message queue. To post a receive, the library searches through the unexpected
queue and, if no match is found, appends a new element to the posted receive queue. An
incoming message must do the same for the other list. Due to the complexity of guaranteeing
order and wild card usage, most multithreaded implementations treat the matching engine
as a singe large critical section. This significantly limits MPI performance on many-core

systems.

1.2.3 Thread Modes

The MPI specification defines four thread modes that provide optimizations based on user-
guaranteed behavior. The most general is MPI THREAD _MULTIPLE, which provides
a thread-safe MPI interface. This mode has traditionally been implemented using coarse
grained synchronization methods that attempt to acquire a lock upon entry to MPI. More
recent implementations have been exploring fine grained synchronization to minimize the
performance impact of critical sections. Unfortunately, the lack of a performant thread safe
MPIT limits the performance of programs that use multithreaded communications, like those
expected to be needed to take advantage of an exascale many-core system. This is discussed

in more depth in Section 2.2.2.
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1.3 Design Challenges for Communication Libraries on

Many-Core Systems

As most communication libraries are optimized for traditional systems, there are a few major
challenges that arise for large scale HPC system with many-core processors. Three of the

major challenges are power usage, memory bottlenecks, and parallelism.

1.3.1 Power

While systems have been increasing their computation capability, the power required per
operation has been decreasing slowly. This has led to two major concerns among current
high performance clusters: power caps and energy budgets. Power caps are a limit to the
instantaneous wattage a cluster can draw from the power grid. This is primarily a concern
for capability class supercomputers, where the expected increase to power requirements gets
close and potentially exceeds the amount of power available. Another concern is energy
budgets. With systems requiring more power, the expenses required to run machines have
been steadily increasing. This has led to a desire to explore potential power saving techniques

for network technologies such as offload network cards and network routers.

This is discussed in more detail in Section 2.4.2

1.3.2 Memory

One of the major sacrifices that many-core processors make is a reduced out-of-order pipeline
which reduces the processor’s ability to handle memory look-ups and prefetch data. The lack
of deep out-of-order processing reduces the processor’s ability to hide the latency of cache
misses. This particularly impacts the use of data structures that are non-contiguous in

memory, such as linked lists:y] For instance, the KNL architecture only supports 3 step out

www.manaraa.com



Chapter 1. Introduction

of order processing to hide the latency of memory lookups compared to the 20 step out of
order pipeline of traditional cores. This can be even more problematic because of small cache
sizes. The KNL’s biggest level of cache is the 2 MiB L2 that is shared between two cores
with a total of eight hyper-threads.

Memory latency has the potential for large impacts on the performance of non-contiguous
data structures in HPC communication libraries, such as the matching engine. The lack of
complexity causes a larger latency when fetching an entry from memory and the limited cache
size causes these data structures to be evicted from cache between uses. This is particularly
relevant to HPC communication libraries, as applications often process large amounts of

data between communication phases.

1.3.3 Parallelism

One of the biggest challenges in many-core architectures is in fully utilizing the parallelism
provided by the architecture. As the current generation of Xeon Phi can have 72 cores
with a total of 288 hardware thread contexts, an application must utilize a large number of
threads per node to fully utilize the available hardware resources. This is a constraint for
MPI-everywhere legacy applications, because increasing the number of ranks causes MPI to
require more time and resources to operate. It also creates an additional trade-off for hybrid
applications, as users will have to determine how many processes per node and how many

threads per processes are optimal on each new architecture.

HPC communication libraries must support application models that leverage this increasing
parallelism. MPI4+X is an attempt to couple two different parallelism models together. It
usually consists of MPI to handle inter-node parallelism and a threading library, such as
OpenMP; to handle the intra-node parallelism. The combination of MPI+X programing
models and fine grained messaging techniques, such as communication and computation

overlap; has driven the desire to have performant, multithreaded communication libraries.
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1.4 Contributions

The goal of this dissertation is to demonstrate that successfully leveraging parallelism, of-
fload, and caching behaviors will improve the performance of HPC communication libraries

on modern hardware architectures.
The major contributions of this work are:

e An evaluation of the impact of many-core processors on modern communication sys-

tems including onload and offload network architectures

e A suite of benchmarks, RMA-MT, to explore the performance of next generation com-

munication systems

e Studies using these benchmarks of the performance of both MPI RMA and shmem in

hybrid programing contexts

e A vector matching architecture optimized for many-core processors that improves MPI

performance by reducing cache cache misses and leveraging modern vector operations

e A multi-threaded matching architecture that reduces lock contention in current HPC

communication systems

e An optimistic matching approach to reduce memory overheads in modern MPI imple-

mentations by utilizing lossy compression

e A software based explicit cache management technique that improves HPC communi-

cation performance on many-core and traditional processor architectures

1.5 Dissertation Outline

The rest of this dissertation is structured as follows: Chapter 2 presents an overview of the

related work: Chapter 3 presents a exploratory study of how modern many-core architectures
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impact communication processing on onload and offload networks. Chapter 4 presents novel
benchmarks and performance studies that explore the new parallelism model of one-sided
communication in multi-threaded contexts. Chapter 5 presents techniques that leverage
current state of the art hardware to improve MPI matching for traditional applications.
Chapter 6 presents preliminary results for novel techniques for optimizing MPI matching for
next generation hardware and applications. Finally, Chapter 7 summarizes the contributions

of this dissertation and presents future directions in this work.
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Related Work

2.1 Introduction

This dissertation builds on three key research areas of improvements to HPC communica-
tion libraries: software techniques, hardware techniques, and alternative programing models.
Section 2.2 presents background on MPI including message matching, threading, and RMA.
Section 2.3 presents the state of the art in MPI matching research, including studies of
matching performance and behavior, software techniques to improve message matching, and
hardware techniques to offload message matching. Section 2.4 discusses the impact of mod-
ern architectures on MPI, specifically discussing multi-threaded MPI and power concerns.
Section 2.5 presents background on other programing models for HPC systems, including

one-sided communication and task based parallelism.

2.2 Message Passing Interface (MPI)

MPI [81] is an HPC communication library specification, the first version of which was pub-

lished in November 1992: It is the most common HPC communication library on systems
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today. MPI’s goal is to provide a performant and portable interface for tightly coupled
scientific simulations. To accomplish this, the standard has defined interfaces for a num-
ber of different communication types, including point-to-point, collective, and one-sided
communication. This communication diversity allows scientific applications to utilize cluster
computation for different communication needs, such as mesh problem decomposition, global

all-to-all communications, and scatter and reduce data dissemination.

Traditional MPI point-to-point communication is built on the concept of receiver-specified
data placement. Each communication consists of two parts: a send and a receive. Messages
are delivered based on two identifiers: tag and rank. Tag is a user-defined value that must
match on both sides of the communication to identify the message. Rank is the MPI address
assigned to each process, and each side of a communication must specify the other to properly
route the message from sender to receiver. A send is given a buffer of data to transfer, an
identifying tag, and a destination rank, while the receive takes a buffer in which to place the
data, an identifying tag, and a source rank. This design imposes significant implementation

requirements on the library but provides convenient communication semantics to users.

Since its inception, there have been many implementations, including MPICH [102], MVA-
PICH [103], Open MPI [104], FT-MPI [37], LA-MPI [6], LAM/MPI, Platform MPI, MPI
Pro [30], ChaMPIon [29], and PACX-MPI [41]. There have been vendor-tuned implementa-
tions, such as Cray MPI, BG-MPI, and Intel MPI. Also, there have been implementations
that have extended the standard to change functionality, such as MPI/RT [64] for realtime
computation and FG-MPI [63] for task based programing models.

2.2.1 Matching

MPI matching works on three key elements: a source address, a matching tag, and a commu-
nicator. An MPI communicator is a special isolation mechanism that allows processes that

belong to that communicator to send messages to each other. Each process in a commu-
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nicator has a corresponding address, called a rank. Each process keeps track of the posted
receives (messages that are expected to arrive) and unexpected messages (messages that
have been received but did not match a posted receive). The unexpected messages are useful
for cases where the receiving process is not ready for the incoming message or the commu-
nication is not predictable. MPI creates unexpected-message buffers to store the data until

MPIT receives a matching request with an application buffer to place the data in.

When a process wishes to receive a message, it calls MPI_Recv, which first searches the
unexpected messages for a match. If a match is found, MPI moves the buffered message
into the correct location or fetches it if it is not buffered. If no match was found in the
unexpected messages, MPI must track a posted receive with the corresponding source, tag,

and communicator.

MPI implementation support for matching is constrained by behavior guarantees in the
MPT specification: First, the data structure must ensure order. Section 3.5 of the standard
defines ordering of a point-to-point communication within a communicator [81]. The ordering
requirements consists of two rules: If two receives both match the same message, the first
must be fulfilled before the second can match said message. Similarly, if a process sends two
messages to the same destination that match the same receive, the first message must be

matched before the the second message can match said receive.

Second, receives must support wild-cards. The MPI standard supports two wild-cards,
namely any source and any tag. These allow a receive to match against a wider range
of tags and can be useful for application behavior such as unexpected communication be-
tween two nodes. For example, AMG2013 [7] uses this to establish communication outside
of its regular halo exchange. There have proposals that would allow communicators to be
created with out the wild-card constraint, as it constraint limits optimizations for application

that do not use these features.
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Traditional MPI Matching Implementation

Data: Request with Tag, Source, and Context ID
Result: Matched Element (null if not found)
lock ML;
foreach element in UM@) do
if element matches Tag, Source, and Context ID then
remove element from UMQ);
unlock ML;
return element;

end

end
append new element to PRQ);
unlock ML;

return null;
Algorithm 1: Baseline MPICH CH3 - Post Receive

Algorithm 1 shows one of the most common matching engine implementations. It is based
on MPICH CH3’s matching engine [102], and is found in many derivatives of that codebase.
It uses two large lists, an unexpected message queue (UMQ) and a posted receive queue
(PRQ), to track requests. Because it does not separate the list based on communicator, it
has three matching parameters: a user given tag, an expected source, and the communicator’s
identifier. With fine grained locks, a matching lock (ML) is locked upon entry and released
on exit. The function then searches the UMQ), removes the first match and returns it or
appends a new entry to the PRQ. For incoming messages, the process is similar, but the

queues are switched.

MPI message matching is a key feature of the API that has helped contribute to its success
over the last two decades. Having matched send /receive semantics makes programming easier

and helps to clearly definie communication isolation through source/destination information,
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MPI communicators, and user-defined tags. MPI message matching has been performant
in MPI implementations since MPI’s inception. As a result, it has not been optimized as
heavily as other aspects of MPI libraries, particularly architectural optimizations for the

matching lists.

2.2.2 Threading

In 1994, Chowdappa et al. proposed a thread safe version of MPT [25]. While early versions
of the standards defined a 'thread compliant’ term for MPI, it was not until MPI 2.1 that the
current thread safety requirements were added to the standard. The MPI specification defines
four thread modes that provide optimizations based on user-guaranteed behavior. The most
general is MPI_THREAD_MULTIPLE, which provides a thread-safe MPI interface. This
mode has traditionally been implemented using coarse grained synchronization methods that
attempt to acquire a lock upon entry to MPI. As described in Section 2.4.1, more recent
implementations have explored fine grained synchronization to minimize the performance

impact of critical sections.

MPITHREAD_SERIALIZED is used in most applications. It does not provide thread
safety but places no other constraints on the application. This allows for applications to
call MPI from multiple threads as long as the calls are not concurrent. M PI_ THREAD-
SINGLE and MPITHREAD_FUNNLED allow for potential optimizations beyond
MPITHREAD SERIALIZED. MPI THREAD_SINGLE is for applications that will
only use a single thread and MPI THREAD_FUNNFELED is for applications that will
have multiple threads and only call MPI from a single thread. While these could theoreti-
cally be used to optimize memory operations, in practice MPI implementations will simply

runusing thesPISTHREAD SERIALIZED mode.
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2.2.3 One-Sided Communication

MPI 2.0 introduced remote memory access (RMA) to the specification. RMA is an imple-
mentation of one-sided communication and attempts to reduce the demand and overhead
of MPI implementations by using requester data placement semantics. RMA transfers are
done by calling put or get at a specified offset within a exposed memory window. These calls
are typically non-blocking and are only guaranteed to be complete once a synchronization
call is made. This matches closely with underlying network architectures and removes the
need for MPI operations, such as matching. However, it places a larger burden on users to
manage the distributed memory windows, who must ensure that the data location is known

by both peers and prevent overlap between RMA transfers.

Several MPI benchmark suites support measuring MPI-3 RMA performance. The OSU
Benchmark Suite from Ohio State University [84] supports several different measurements
associated with MPI-3 RMA operations, including different window creation and synchro-
nization methods. It also includes several benchmarks for the OpenSHMEM one-sided oper-
ations; however, it does not currently measure operations in the context of multiple threads.
Likewise, the Intel MPI Benchmark suite [59] also has several benchmarks for measuring
MPI-3 RMA performance and allows for measuring the impact of the different MPI thread
levels, but it does not currently measure performance involving multiple threads within an

MPI rank.

Understanding the relationship between threads and the performance of communication
operations has also been the subject of previous research. A test suite specifically for mea-
suring the performance of MPI communication for multi-threaded processes was presented
in [106]. This suite was used to measure the performance of MPI point-to-point and col-
lective communication functions in open source and vendor MPI implementations on three
different platforms. More recently, the emergence of many-core processors has motivated
closer examination of the interaction of threading, one-sided operations, and the need for

achieving more concurrency from the network. Proposals have been made to better support
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thread safety and performance optimizations for threaded programs in OpenSHMEM [105],
and a proposal for endpoints in MPI [98] seeks to offer enhanced network performance for
multi-threaded MPI applications. Similar examinations are occurring for low-level one-sided
communication layers as well, including extensions to the GASNet [51] networking program-
ming interface. Several of the issues with extracting more concurrency from the networking

hardware and software stack were explored by Ibrahim et al. [57].

While both MPI RMA and multithreaded MPI have been explored in the past, the bench-
marks described in Chapter 4 of this dissertation are the first to explore the combination of

the two in depth.

2.3 MPI Matching

2.3.1 Performance Studies

Several papers have examined MPI message matching performance. For example, Barrett
et al. [9] examines many-core matching rates. Underwood and Brightwell [108] introduce
some microbenchmarks with the aim of analyzing the behavior of MPI implementation in
the presence of long priority (PRQ) and unexpected (UM(Q)) message queues. Vetter and
Yoo [113] analyze the scalability and performance characteristics of some scientific applica-
tions and show that communication overhead is one of the important limiting factor in some

MPI applications.

Other studies have focused on evaluating message match list lengths for applications. For
example, Keller and Graham [67] study the characteristics of UMQ of three MPT applications
(GTC, LSMS and S3D). These characteristics include the size of UMQ), the required time
for searching the UMQ and the length of time such messages spend in these queues. The
evaluation results show that message queue matching is one of the scalability bottlenecks for

some applications: On the'other hand, others [19, 17, 18] investigate the impact of latency
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and message queue length on the performance of applications. Ferreira et al. [39] leverage
simulation to analyze matching statistics. Klenk et al. [68] use traces of MPI applications
and proxy apps to characterize matching performance, unexpected message rate, use of wild

cards, and blocking vs non-blocking calls.

While MPI is the primary example of a matching algorithm, other matching and matching-
like use cases exist. For example, Grant et al. [45, 89] explore a mechanism for the IWARP
interface over RDMA that performs a matching-like step to issue a notification for the

completion status of transfers.

2.3.2 Data Structures

With the approach of exascale, there have been new efforts to improve MPI matching.
Newer approaches, like CH4 in MPICH, use more than one list, separating matching entries
by communicator [101]. Open MPI [104] extends this by creating a separate list for each peer
in the communicator and a wild card list. Each communicator has an array of linked lists
that can be indexed by the communication peer. A search must check both elements in both
the specific list for specified peer and the wild card list, compare the order of any matches
and return the first match. The cost of this approach is memory overhead when dealing with

a large number of ranks, which this dissertation will explore further in Chapter 6.

There have been several more complex proposals to accelerate the matching engine without
incurring a memory penalty. Zounmevo and Afsahi [115] proposed a 4-dimensional matching
engine that scales in both performance and memory. This approach attempts to avoid chunks

of the match list by turning the search into a look-up in a 4-dimensional table.

Rodrigues et al. [91] explored the use of wide ALU operations to process multiple MPT match
operations in a single ALU operation. Unlike the matching work presented in this disserta-

tion, the study utilizes different data structures for a Processing-in-Memory processor.

Flajslik et al [40] propose @ hash-bucket approach. In this approach, the match lists are
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fixed-size hash buckets that use matching data as a key to separate the linked lists. The
number of linked lists and the hash function are configurable parameters. The evaluation
done in this paper compares this data structure with the linked list approach and shows
that the proposed design with 256 bins significantly reduces the number of match attempts
per message. Bayatpour et al. [14] extend the hash-table approach by creating a dynamic
runtime approach to swap between hashing and traditional matching when appropriate. The

selection of each approach is done at runtime. This approach shows up to a 2x speed-up.

In contrast to the message matching approaches that have been designed based on CPU
architecture, Klenk et al. [69] introduce a new message matching algorithm taking advantage
of GPU features. This algorithm is designed with two phases, scan and reduce to leverage the
available threads on a GPU. The evaluation results show that the proposed algorithm could
provide 10x to 80x improvement in matching rate. This approach has two major caveats: it
is dependent on the existence of a GPU-style accelerator card and having a sufficiently long

matching engine to make use of all the threads in a GPU warp.

The matching approaches presented in Chapters 5 and 6 differ from those described above
in that they utilize the CPU cache, SIMD vector unit, and threading features to accelerate
matching. In these techniques, memory overheads are directly dependent on the number of
match list entries, unlike prior work like Open MPI where overheads are related to the number
of processes in a job. These techniques are also likely to be compatible with other approaches.
For instance, utilizing the vectorization technique described in Chapter 5 could reduce the
number of bins required for a performant hash table structure, and the parallel matching

technique described in Chapter 6 can be used to parallelize the hash tables independently.

2.3.3 Matching Hardware

Most interconnects used in large-scale HPC systems today incorporate some offload capa-

bilitys  IBM’s Blue Gene/Q[24] and PERCS [5] networks both support offloading of MPI
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collective operations. Likewise, Cray’s Gemini [2] and Aries [36] networks support MPI
collective communication offload. With the ConnectX-2 [42] product, InfiniBand network
adapters from Mellanox also began supporting MPI collective communication offload. How-
ever, these networks do not offload the more complex tag matching and queue traversal
mechanisms needed to handle MPI point-to-point communication operations. These net-
works rely on the MPI process running on host processors for this capability. Techniques
like Cray’s Core Specialization [87] provide a mechanism for dedicating host processor cores
to running an MPI progress thread. This technique has also been used to improve the
performance of TCP/IP protocol stack processing [95]. Many offload schemes also include
collective offloading, which requires a limited version of matching, often at both the NIC

and switch level, to support communication within a collective [42, 16, 109, 92, 93, 58, 23].

MPI match list processing has been proposed as an addition to offload hardware, with
the Portals networking API [10] enabling such offloads. This includes studies into hardware
designs that can efficiently perform MPI message matching with wild cards [110]. There have
been a number of implementations of Portals including a reference implementation [86], a
simulated hardware design [100], and a commercial product [28]. MPICH implementations
are in the process of adding a new channel CH4 in order to help address scalability issues

and better handle hardware-supported message matching [47].

Recently hardware has been released with ofloaded message matching. This includes Intel’s
OmniPath PSM2 [15] with a subset of the network cards capable of ofloading matching, and
Atos-Bull’s BXI interconnect [28], which performs MPI-style message matching entirely in
hardware. Such solutions will not benefit from software MPI matching list improvements.
However, in the PSM2 case, there are still models that use the software matching implemen-
tation. MPI message matching hardware is typically complex and large in terms of overall

die area on the custom ASICs used.
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2.4 MPI for Modern Architectures

2.4.1 Multi-threading

Another relevant area of research to this dissertation is HPC communication library support
for hybrid parallel programing models, such as MPI4X. These programing models reduce
the number of MPI processes, while maintaining the same level intra-node parallelism. Ad-
ditionally, these models can take advantage of thread level parallelism features that are
unavailable to MPI-everywhere applications. For instance, most MPI-everywhere applica-
tions do not utilize hardware thread contexts to avoid resource contention during highly

synchronous code paths, such as communication phases.

Recently, MPI THREAD _MULTIPLE has been explored in depth. Gropp et al. [4§]
discus the implications and requirements of M PI THREAD _MULTIPLFE to MPI imple-
mentations. There are a number of non-trival thread safety details, including how to support
receiving messages of an unknown size [55]. In particular, using MPI_Probe to get the size of

a message before posting a receive creates a critical section that encompasses the two calls.

There has been work to improve thread-safe MPI implementations. While most current
implementations have used a global synchronous lock, however Balaji et al. [8] apply fine
grained locking to MPI and show a performance improvement over global locking. By re-
ducing the critical sections in MPI, they reduce the time spent waiting on locks. To further
mitigate the cost of locking, Amer et al. [3] propose a new synchronization arbitration to
provide better fairness guarantees. This avoids potential starvation issues where one thread
can be constantly blocked by other threads to the point if it falls behind in computation.
Vaidyanathan et al. [111] propose implementing a software offload mechanism to support
thread multiple. They dedicate a core to do MPI processing and intercept the MPI calls to
have a dedicated progress thread execute them. This is particularly useful for non-blocking
calls as the calling thread can queue up a request and do other computation while the offload

thread progresses the communication.
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There has been work to explore how to change the MPI programing model to better suit
hybrid applications on highly parallel architectures. Stark et al. [99] and Barrett et al. [12]
focus on exploring MPI+X task models that allows over-decomposition of a problem in to a
number of tasks that can then can be run by different MPT processes. Similarly, FG-MPI [63]
is a execution model that extends the MPI to enable task based parallelism at a process level.
Endpoints [31, 98] is a proposal to allow MPI processes to separate some of the MPI state and
processing by turning threads into addressable endpoints with a sub-rank. This could allow
threads to access MPI in parallel for the parts of the processing that have been isolated.
Finepoints [46] is another proposal that creates a new method of messaging that allows
threads to specify a portion of a message in an MPI call. The underlying implementation
can choose to aggregate and send this data to the receiver or can split the data transfers.
This allows a process to complete a subset of the transfer while waiting on other threads to

complete.

2.4.2 Power and Energy

Limits on power usage have the potential to reduce HPC communication library performance.
They could, for example, throttle systems to a lower processing speed, slowing network and
middleware processing. Complicating this problem, today’s hardware can have significant
variability in power usage. This has been an active area of research in the past few years, as
power caps become increasingly likely for next generation systems. The PowerAPI [70, 44]
has been a community-driven effort to create a standard interface for handling power mea-
surements and constraints in HPC systems. Grant et al. [43] examines application power
characteristics when run on the Xeon Phi and various frequencies. Leon et al. [72, 73] ex-
amine power characteristics of applications at a finer granularity, focusing on how different
optimizations of a single application, LULESH [65], effect its power and performance char-
acteristics. For the purposes of this dissertation, it is important to note that power and

energy efficiency of theinterconnect has become an important consideration for large-scale
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data centers [75, 21] and HPC systems [54, 107], providing a new perspective on the offload-
versus-onload debate. Other works have previously studied the impact that power-efficient

cores have on MPI message rate [11].

Chapter 3 of this dissertation focuses on the power and performance tradeoffs of different
network hardware. This work controlled for variations in processor power usage by ensuring
the only device changed between tests was the network card. With deviations in power
usage of components, this also has the potential to slow processes in an MPI job unevenly,
which causes delays at synchronizations points. These challenges also affect the viability of
certain solutions to improve HPC communication library performance. Complex dedicated
network processing hardware may become undesirable as it increases the power requirements
of each node. Other techniques such as using the CPU for network processing while the main
computation is being performed on an accelerator card and increasing clock frequency during

serial execution have power usage implications that may render them unviable.

2.5 Other HPC Programming Models

2.5.1 One-Sided Programming

One-sided programming models have been proposed as an alternative to MPI as their seman-
tics allow these models to avoid some of challenges that MPI faces for many core systems.
These models try to improve performance by mapping directly to the underlying RDMA
protocol and by avoiding the processing related to data placement, as the placement is de-
termined by the sender. There are generally two types of one-sided HPC communication
libraries: globally addressed and message based. GASNet and UPC are of the former cat-
egory, allowing access to variables within a global address space. This has some semantic
advantages but can be difficult for users to optimize because it abstracts data locality infor-

mationMPERMAvand'SHMEM are messaging based one-sided communication interfaces.
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This requires explicit data transfers to the destination process but does not provide complex

global address space abstractions.

SHMEM

SHMEM and the open source OpenSHMEM are particularly relevant to this dissertation.
SHMEM is an HPC communication library focused on providing one-sided communication
semantics, similar to MPI’s RMA. In addition to one-sided point-to-point communication,
modern implementations also support a variety of collective communication calls. The first
implementation of SHMEM was introduced in 1993, four years before MPI-RMA appeared
in MPI 2.0. Because the semantics are similar to MPI’s RMA, Chapter 4 explores hybrid
SHMEM in addition to hybrid MPI’s RMA.

Luecke et al. [77] compared the performance of SHMEM with MPI-2 RMA on an SGI Origin
2000 and Cray T3E system. Unlike this work, they used a single threaded approach and the
MPI-2 RMA interface was the only one available. Since that time, significant improvements
have been made to the MPI RMA interfaces for MPI-3, and OpenSHMEM [22] has emerged

as a standard, with matching implementations.

OpenSHMEM benchmarking has been explored before with work from Pophale et al. [85].
Further work has been done looking at OpenSHMEM on specific networks [61]. Sev-

eral works have examined hybrid MPI+OpenSHMEM codes for mini-applications [74] and
Graph500 [60].

Performance evaluation and benchmarks for the original SHMEM interface (inspiration for
the OpenSHMEM interface) have been done since the inception of SHMEM in the early
1990s [38]. Evaluations on shared memory systems [76, 35] have been popular SHMEM per-
formance comparison targets. Comparisons of performance between SHMEM and MPI for
interfaces like Portals [108], have been done as well as MPI/SHMEM comparisons [56] even

implementations of MPI'over SHMEM [20]. Some work has also been done in implement-
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ing a SHMEM interface using MPI-3 RMA operations [50]. Other studies have compared
MPI, SHMEM, and UPC [78]. Remote memory approaches, such as ARMCI [83], have also

addressed remote direct memory communication.

Chapter 3 in this dissertation explores SHMEM as an alternative for the multithreaded one-
sided programming modes by converting the RMA-MT benchmark suite and is one of the

first studies explore the performance of multi-threaded SHMEM on an application level.

2.5.2 Many Task Programming

In addition to traditional threading models, such as Pthreads [82] and OpenMP [27], task
based parallelism models are proposed. Task based programing models define parallelism
in terms of tasks, often with dependencies, that can be run in parallel on a system. Often
these models map better to problem over-decomposition where parallel work is split into
more parts than can be processed simultaneously. This allows the system to utilize work
balancing and overlapping communication with computation. Examples include Legion [13]

and Charm-++ [62].

2.6 Chapter Summary

This chapter surveyed the state-of-the art of HPC communications libraries in terms of MPI
matching, MPI for modern architectures, and alternative programing models. All of these
were presented in the context of many core processors. In general, while the subjects in this
dissertation, such as matching, M PI_ THREAD_MULTIPLE, vectorization, caching, and
one-sided, have been studied before, these studies have examined these in isolation. Chapter
4 examines the combination of one-sided communication and multithreading. Chapters 5

and 6 examine matching in combination with caching, vectorization, and multithreading.
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Chapter 3

The Power and Performance Effects

of Many Core Processors

3.1 Introduction

As described in Chapter 1, many-core processors have a potentially dramatic impact on HPC
communication performance. Little research has quantified this impact, however, and it is
expected to depend on the complexity of the network hardware. Additionally, quantitive
analysis needs to address both the power and performance concerns of exascale machines.
This chapter quantifies the performance impact of many-core CPU architectures on commu-
nication libraries. It also explores the current state of the art for HPC communication library
performance on many-core HPC platforms. This includes a study of the effects of processor
speed changes on the communication performance of both onload and ofload HPC systems.
This work was done collaboratively with Ryan Grant; Ryan performed the fine grained eval-
uation with the micro-benchmarks and I conducted the in-depth application study. This
work has been previously published in the proceedings of the International Conference on

Cluster Computing [33].
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The contributions of this chapter are the following:

e An evaluation of the impact of many-core processors on modern communication sys-

tems including onload and offload network architectures.

e A study of the power and performance trade-offs of onload and offload InfiniBand

network architectures.

e An in-depth study of the effects of CPU speed on HPC communication performance

in an application context.

This chapter is structured as follows: We first discuss our experimental setup and method-
ology in Section 3.2 and present and analyze the results of these experiments in Section 3.3.
Section 3.4 presents an analysis of these results and the implications for HPC communication
libraries on many-core systems. Finally, we present our conclusions and describe directions

for future work in Section 3.5.

3.2 Experimental Methodology and Setup

To evaluate the performance and power trade-offs between onload and offload networking
approaches, we conducted experiments with both Mellanox offload and QLogic onload In-
finiBand cards. These cards were placed in systems instrumented for power collection, and
host CPU power consumption was controlled to understand the impact of CPU speed on
network performance and power consumption in different applications. In the remainder of
this section, we provide additional details on our experimental setup, the hardware system

on which these results were gathered, and the microbenchmarks and applications used.
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3.2.1 Hardware and Data Collection Setup

The evaluation of the onloaded vs. offloaded networking approaches was performed on 4
nodes of a cluster at Sandia National Laboratories. Each node has a 3.8 GHz AMD Fusion
APU, 16 GB of memory, and Linux kernel version 2.6.32 (RHEL 6). For onload experiments,
we installed a QLogic 4X QDR InfiniBand HCA in each node, while we used a Mellanox
ConnectX-3 4X QDR InfiniBand HCA for offload experiments. In both onload and offload
cases, a Qlogic 12200 36-port InfiniBand switch connected the InfiniBand HCAs. The APU
has CPU and GPU components; we used only the CPU.

Power measurements for the experiments were collected using the PowerInsight [71] measure-
ment system installed in the cluster. Powerlnsight is an out-of-band measurement device
that collects fine grained samples for multiple system components through the use of a
mother measurement board and risers on system components. They enable the in-line read-
ing of system power on a per component basis without impacting the performance or power
consumption of the node. The components Powerlnsight measures include CPU, memory,
motherboard, network cards, and fans. All power information output by Powerlnsight uses
a separate out-of-band network to deliver the information to a central collection node that

was not participating in the testing.

For the purposes of this study, we collected power data at 10 Hz for NetPIPE microbench-
marks and 1 Hz for the application benchmarks. To accurately represent their power usage,
the microbenchmarks required a higher resolution. However, as the application benchmarks
had runtimes that were all greater than 5 minutes, a lower resolution was sufficient for the

comparison.

3.2.2 Benchmarks and Applications

To compare the onloaded vs. offloaded networking approaches, we analyzed the performance

and power comparisons on benchmarks and applications. In particular, we compared on-
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loaded and offloaded runs in the MILC application [26] and the LULESH [66] and Net-
PIPE [96] benchmarks. Furthermore, we ran profiling runs using mpiP to determine why

these applications react to the network cards differently.

The NetPIPE microbenchmark suite is a tool designed to test the bandwidth and latency of
a network. We ran the streaming, streaming without cache effects, and send-recv ping-pong
tests over different message sizes ranging from two bytes to one megabyte. The MIMD Lat-
tice Computation (MILC) application was the first application benchmark we used [26]. It
was developed to study quantum chromodynamics and uses four dimensional lattice com-
putation using a halo exchange communication pattern. We used an input deck based on
the weak scaling NERSC 6 acceptance benchmarks [4]. In particular, each node has lattice
of size 8x8x8x9. The Livermore Unstructured Lagrangian Explicit Shock Hydrodynamics
(LULESH) application is the second large benchmark we used [65]. LULESH is designed to
be a representative application for larger hydrodynamics codes. For all of our tests, we ran
a 1202 problem for 130 iterations. There is a constraint on the number of MPI ranks used
for this code; it has to equal a cube of an integer. Because of this, we fixed the number of

MPI ranks at 8, adding an extra OMP thread to each rank in the four node case.

mpiP is a lightweight profiling layer for MPI. When running, mpiP collects statistics including
number of calls, type of calls, and time spent in function calls. This information is separated
by each call written in the source code. We used this information to analyze communication

patterns.

All three benchmarks were run three times for combinations of the following variables: Infini-
Band card, number of nodes, and CPU frequency. We used the InfiniBand cards mentioned
in section 3.2.1 to test both onload and offioad. The number of nodes varied between 1,
2, and 4 for MILC, 2 and 4 for LULESH, and was not a variable for NetPIPE. The differ-
ent number of nodes allowed us to compare the performance differece with variying levels
of inter-node communication. The CPU frequency was modified using DVFS to 1.4GHz,
119GHZ; 24GHz; 2:9GHzZ; 3:4GHz, and 3.8GHz. This allowed us to relate this work to a
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range of processors, by changing the performance from consumer-grade to the equivalent of
server-grade and many-core cores. We collected the overall runtime and power statistics of

these applications as well as MPI profiling information on a couple of separate runs.

3.3 Experimental Results

3.3.1 Microbenchmark Evaluation

The NetPIPE microbenchmarks [96] were used to examine the impact CPU frequency has
on both the power draw and performance of the different networking approaches. Figures 3.1
and 3.2 show the stream bandwidths along with the power consumption of both onloaded
and offloaded networks. Aside from the obvious protocol switching points (MPI eager to
rendezvous) causing plateaus and in some cases dips in performance between messages sizes,
the important observation to make from these figures is the spread in performance between
the highest CPU frequencies and the lowest. The onloaded method loses some performance
when CPU frequency is lowered, resulting in an near halving of bandwidth between the
3.8GHz and 1.4 GHz frequencies. For the offloaded network, the reduction in CPU frequency
impacts network performance by a much smaller degree. The only noticeable difference in
behavior occurs when the lowest CPU frequency is used. There is some variance in the
bandwidth curve than the other scaling points, which can be observed at the 256KiB message
size. This suggests the microbenchmark may not be able to keep up with the network events
at this speed. The performance gaps between the CPU frequencies remains relatively similar
in terms of percentage of performance loss for all message sizes, including the smaller message

size results.

Removing caching effects from the results as shown in Figures 3.3 and 3.4 show has little
impact on the offloaded case, except for a slightly reduced throughput. This results in a
smaller gap between the slowest speed (1.4GHz) and the other clock speeds. The impact
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Onload Stream Bandwidth (Put) With Power
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Figure 3.1: Onload stream with varying CPU frequencies
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Figure 3.2: Offload stream with varying CPU frequencies

on the onloaded case is similar for large messages. However, there are differences for small
and medium sized messages. The drop occurring after 8KiB message sizes is caused by
the eager-rendezvous protocol switch-over in MPI. The drop occurring at 64KiB message
sizes is caused by the virtual maximum transmission unit (VMTU) maximum of 64KiB,

the onloaded networking stack.
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Onload Stream Bandwidth (Put) With Power - No Cache Effect
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Figure 3.3: Onload stream with varying CPU frequencies without cache effects
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Figure 3.4: Offload stream with varying CPU frequencies without cache effects

Examining send-recv performance with bi-directional ping pong (as opposed to the previous
unidirectional streams), Figures 3.5 and 3.6 show that the results are similar to the stream
results with cache effects. The increase in throughput is due to the bi-directional nature
of the test, but generally aligns with the unidirectional results, in that they are reasonably

within twice of the unidirectional throughput.
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Onload Bi-directional Ping-Pong Bandwidth with Preposted Recvs
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Figure 3.5: Onload bi-directional ping-pong with send-recv and preposted recvs
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Figure 3.6: Offload bi-directional ping-pong with send-recv and preposted recvs

A key observation from these results is the relatively small trade-off in throughput perfor-
mance from transitioning between CPU frequencies for both onload and offload at 2.9GHz
and higher. This observation indicates that, at this speed and above, the network bottleneck
is no longer protocol processing. At this point, the bandwidth and latency is more impacted

by the limits of the hardware. We concentrate on the results including cache effects for the

32 www.manaraa.com



Chapter 3. The Power and Performance Effects of Many Core Processors

purpose of this analysis, but the percentages are similar for the case in which cache effects
have been removed. For the onload case, 36.4% of the power consumption can be saved
while only losing 2.5% of throughput, while for the offloaded case 22.5% of power can be
saved while only impacting performance by 0.5%. The offloaded network provides better re-
sults in scaling frequency back below the 2.9GHz level, providing power consumption savings
of approximately 30.5% while impacting performance by only 1.5% when switching from a
3.8GHz clock rate to 1.9GHz. For the onloaded case, this is impractical, as using a lower
frequency such at 1.9GHz would result in a performance loss of 35.1%. This emphasizes the
potential issues that may arise when using many-core systems with slower and less powerful
compute cores. It also highlights that if such network onload approaches are to be practical
on future many-core systems, parallelism for communication will be a key component in

achieving performant network throughput.

Finally, Figures 3.7 and 3.8 show the latency impacts from slower CPU frequencies on the
onloading and offloading approaches. The latency penalties associated with lower CPU
frequencies occur for both onloaded and offloaded networking. However, the offloaded net-
working approach leads to convergence of latencies for successively lowering CPU frequencies
at smaller message sizes, and all CPU frequencies eventually converge at 1MiB message sizes.
For small messages under 512 bytes, the offloaded networking approach has a flat latency

curve, while the onloaded case has a upward slope at smaller message sizes.

3.3.2 Application Benchmark Evaluation

We used application benchmarks to examine the performance and power tradeoffs in realistic
workloads. Using MILC and LULESH, we measured the runtime and power usage at different
node counts and CPU speeds to compare onload and offload. Then we ran MPI profiling
tests to compare the results of the two applications. It should be noted that there was not
much variance in either the runtime or power of the application benchmarks; the standard

deviations of 80% of the ruiis were below 1% of the mean, only 2.5% of the runs had a
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Onload Bi-directional Ping-Pong Latency With Power
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Figure 3.7: Onload bi-directional ping-pong latency
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Figure 3.8: Offload bi-directional ping-pong latency

an 2%, and the maximum standard deviation was 2.81%.
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Runtimes and Power

Figures 3.9 and 3.10 show the power and performance results of MILC. The tests show the
runtime change over the CPU frequency for each of the different node counts. Because the
problem size is scaled to the number of nodes, the runtime increases when adding nodes, for
instance the four node, onloaded case at 1.4GHz takes over 17 minutes more than the one
node, onloaded case. This can be attributed to a combination of the extra computation at

the boundary and the communication time between the four nodes.

In all of the cases we measured, the offload version takes less time than its onload counterpart.
For four nodes, it ranges from a 7.7% to a 10.6% difference between the two, for two nodes,
the range is from 5.3% and 7.8%, and even the single node case had a small but consistent
performance benefit, ranging from 0.9% to 3.1%. These differences all steadily decline when
we increase the clock speed. This shows that while the offload cards have a significant effect
on most of the test cases, they have a more significant performance impact on low frequency
cores. The power usage of MILC has less significant differences. The offload HCAs used

between 1.1% and 3.2% more power than their onload counterpart.

Figures 3.11 and 3.12 show the power and performance results of LULESH. The tradeoffs
are less distinctive here. The difference between runtime and power usage fluctuate around
0%. The change in performance ranges from 0.6% in favor of offload and 0.6% in favor of
onload. The power differences are similarly low. Since LULESH is not significantly affected

by the InfiniBand card used, it interestingly contrasts with MILC.

It is important to note that the impact of decreasing CPU frequency is significant to the
performance of the compute portion of the proxy-applications under study. The goal of
these experiments is to examine systems known to have little process variation induced per-
formance impact while limiting the differences between the systems to solely the networking
hardware. By using the same switch for both onload and offload approaches, we have iso-

lated other potential performance and power related impacts due to factors not of interest
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to this study. In order to confirm the results, we conducted some MILC experiments on the
exact same hardware with the network hardware swapped. These experiments confirmed

that process variation between the servers used for the experiments was negligible.

Profiling the Applications

An interesting trend emerges when comparing these results. Offloading has a measurable
performance benefit on MILC but LULESH is nearly indistinguishable from the onloaded
environment. To understand the difference between these two applications, we profiled the
two applications using mpiP [112]. These tests were run at 3.8GHz on four nodes with the
QLogic onloaded InfiniBand cards. The pieces of information we gathered are percentage
of time the application spent in MPI, the distribution of time within MPI, and the number

and distribution of function calls.

Both applications spent a fair amount of time in MPI; MILC spent 15% of its runtime
in MPI, while LULESH spent 12%. However, the number of MPI calls was significantly
different. MILC called MPI 4,011,216 times over its runtime, which ran for 1382.45 seconds
on average. Comparatively, LULESH made substantially fewer calls, with 42,904 MPI calls
over it’s runtime, which ran for an average of 81.64 seconds. This equates out to 2901.5 MPI
calls per second for MILC and 525.5 MPI calls per second for LULESH. Table 3.1 shows the
distribution of MPI calls to specific functions. The notable differences are MILC has larger

percentage of wait calls and the lower percentage of Allreduce calls, compared to LULESH.

Table 3.2 shows the distribution of time within MPI calls. The differences here are stark;
MILC spends a reasonable amount of time in Allreduce, Isend, and Wait; however, LULESH
spends almost no time in Isend, mainly spending time in Allreduce and Wait. The amount
of Irecv and Isend calls in MILC illustrates that it is performing more significant point-to-
point communication operations than LULESH. MILC is a memory bound code that can be
sensitive to network performance, as such it is not surprising that the performance of MILC

istimpacted by lowering CPU frequency in an onloaded networking situation. LULESH
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Call MILC | LULESH
Allreduce | 1.15% 2.22%
Irecv 24.71% 30.34%
Isend 24.71% 30.34%
Wait 49.42% 30.34%
Waitall 0.00% 6.73%
Other 0.00% 0.04%

Table 3.1: Distribution of MPI Calls

Call MILC | LULESH
Allreduce | 29.86% 42.68%
Irecv 1.71% 0%
Isend 13.99% 0.2%
Wait 54.43% 54.02%
Other 0.01% 0.4%

Table 3.2: Distribution of Time Within MPI on a Standard Run

is primarily dependent on the performance of Allreduce for good networking performance.
These results show that Allreduce performance does not change significantly between the

onloaded and offloaded networking approaches.

These results indicate that the performance benefit of offloading is seen primarily in codes
that have a large number of small communication calls, rather than a few larger calls. This
indicates that the network protocol processing overhead is more a function of the number
of messages, rather than the amount of data being sent. MILC and LULESH spent similar
percentages of their runtimes in MPI, but MILC relies on a large number of small point to
point and collective operations and LULESH focuses on small number of large collectives

e in MPL
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MILC Onload Runtime with Power

5500 x\ e
so00 | N_ e
4500 4 . N_ .. et 00
2 _\_*>~<"—_—— S
o 4000 {_--=3 o =
£ 3500 N -
n% \\ S &.-
3000 e K 950

___________________ —
2500 T 7o
e ———
7 ® o 2 " 3 2
CPU Speed (GHz)
1 Node —+— 2 Nodes Power -------
1 Nodes Power ------- 4 Nodes "
2 Nodes 4 Nodes Power -------
Figure 3.9: Onload runs of the MILC application
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Figure 3.10: Offload runs of the MILC application

3.4 Analysis

The work in this chapter shows that optimizing and adapting HPC communication libraries
to many-core processors is important to the next generation of applications running on ex-

e 3.1 shows that reduced clock speeds have a large negative
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LULESH Onload Runtime with Power
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Figure 3.11: Onload runs of the LULESH application
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Figure 3.12: Offload runs of the LULESH application

impact on onload networks. Offload is an important tool to help mitigate these increased
costs. This does not account for more complex communication patterns where HPC com-

munication libraries become more processing intensive.

res may reduce this impact. Figure 3.2 shows that Infiniband

39 www.maharaa.com




Chapter 3. The Power and Performance Effects of Many Core Processors

level offload mitigates the effect on microbenchmarks. Due to the range of different offload
networks, each doing a different amount of the network processing on the dedicated ASIC, it
is difficult to generalize how much of the reduction will be. It is also difficult to quantify the
power trade-offs of future hardware that does more complex network offload, like Atos’s BXI
network. It is also unclear how offload networks will perform in an MPI-everywhere legacy
application. The offload network card would have to maintain the HPC communication

library state for each process on the node and be able to switch between them.

Figures 3.9, 3.10, 3.11, and 3.12 demonstrate the importance of evaluating the power usage
of hardware techniques for different applications. While the offload cards used in this study
only increase power usage by 2%, it is likely that more complex hardware will have a larger
power draw. For applications like MILC, that call into MPI often, there is likely a significant
benefit. The results we saw for MILC showed up to a 10.6% improvement in performance, for
a small 2% increase in power. This indicates an application where hardware solutions to HPC
communication library performance are beneficial. A more complex offload approach would
likely increase power and performance. Alternatively, LULESH does not see a performance
benefit from offload. Increasing the offload complexity in this case will likely only increase
power usage. This could be a limiting factor for the use of offload in an general purpose
exascale machine with a power cap. This is indicative of the importance of software-based
onload and partial offload solutions to HPC communication library performance. They don’t
increase the maximum power consumption in a node and thus might be a relevant technique

to maximize throughput on power capped systems.

This work shows an estimate of the impact that many-core processors can have on HPC
communication libraries. It is important to note that this study, while an estimate, is likely
underestimating the impacts. The use of DVFS provides an environment that is similar to
the reduced speed of many-core systems, but does not account for the negative performance
effects of the reduced complexity. With this in mind, many-core processes will have a large

and quantifiable impact on'onload network performance, as shown in the micro-benchmark
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results. This can have significant application performance implications, as seen in MILC, if
there is frequent communication. As the amount of communication calls we see is likely to
grow, as application begin to use fine grained messaging patterns to support communication

and computation overlap, multi-threading, and asynchronous algorithms.

3.5 Conclusions

The key contribution of this study is an analytic, quantitative study of the tradeoffs of
network onload and offload. Using PowerInsight and DVF'S, we examined network processing
performance in detail under a number of different conditions. In examining the differences
between onloaded and offloaded networks for varying host CPU frequencies, an offloaded
networking approach provides approximately equivalent or superior performance at lower

frequencies.

The microbenchmark results clearly illustrate the potential benefits of network offloading,
with power savings in the 20.5% range with only 0.5% performance loss and good performance
down to 1.5% performance loss and power reductions of 30.5%. While onloading can reap
greater power consumption drops, performance at the 1.4GHz level shows that onloading
results in a loss of over half of the available throughput at higher CPU frequencies. This
demonstrates the tradeoffs in single thread communications performance that would occur
on systems with lowered CPU frequencies, and can reasonably be expected to be even lower

if more simplified little-cores are used.

While the high-performance computing networking community has pre-supposed that such
outcomes were likely, this is the first, to the authors’ knowledge, analytical evaluation of the
performance difference. As such, these results provide the foundation for further evaluations
of the merits of onload versus offload for next generation systems. For example, these
results clearly demonstrate that single-thread performance of onloaded networking solutions

are restrictive in emerging many-core architectures. While multi-threaded approaches could
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alleviate some of the negative performance implications that this study exposes, current
multi-threaded MPI implementations perform worse than their single-threaded counter parts

and often involve course-grained, high-contention locks.
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Chapter 4

Next Generation Parallel

Programming Models

4.1 Introduction

As described in Chapter 1, one-sided communication and multithreading are programming
paradigms proposed for exascale. This chapter addresses the research challenge of evaluating

new parallel programing techniques on many-core architectures.

In this chapter, I present the RMA-MT benchmark suite and three studies that utilize it. I
developed the RMA-MT suite collaboratively with Taylor Groves and Ryan Grant. Taylor
was responsible for the latency and bandwidth benchmarks, Ryan converted HPCCG, and I
converted message rate and the other two mini-applications. The analysis and writing for the
initial study was done collaboratively between the three of us. The work has been previously
published in the proceedings of CCGrid [34]. Section 4.7 presents collaborative work with
Hans Weeks where we translated the benchmarks to Cray’s SHMEM programming system.
This work was previously published in the proceedings of the OpenSHMEM workshop [114].

The contributions of this'chapter are the following:
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e A new suite of benchmarks to explore the performance and correctness of MPI RMA

in multi-threaded modes.

A study of RMA-MT performance at small scale on unoptimized implementations.

A study using the benchmarks modified to explore multithreaded SHMEM implemen-

tations.

A study of RMA-MT performance on an optimized MPI implementation.

This chapter is structured as follows: Section 4.2 discusses the miniapps and microbenchmarksj
in depth, detailing their design and the considerations taken into account during the design
process. Section 4.3 expounds on our experimental design and environment for running the
evaluation section of this paper. Sections 4.4 and 4.5 show the results of testing with the
micro-benchmarks on a large production system. Section 4.6 presents the an application
study of RMA-MT with an assessment of three mini-apps: HPCCG, miniFE, and miniMD.
Section 4.7 presents the results of the multithreaded SHMEM study. Section 4.8 presents an
analysis of the impact of one-sided communication performance on optimizing HPC commu-
nication libraries for modern processors. Finally, Section 4.9 draws conclusions and discusses

plans for future work.

4.2 Benchmarks and Mini-applications

This work introduces four micro-benchmarks and three mini-applications to evaluate different
aspects of RMA performance and how it affects application performance. In this section, we

describe the various elements of the resulting suite.

4.2.1 Benchmarks

The RMA=MT testsuite includes four micro-benchmarks:
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latency,

bandwidth,

single direction message rate, and

halo exchange message rate.

The goal of these micro-benchmarks is to measure the performance difference between multi-
threaded RMA operations using the default locking scheme of MPI and a reduced lock-
ing scheme. For each benchmark, four different synchronization methods (fence, PSCW,
lock/unlock, and lock_all/unlock_all) and two RMA operations (Put and Get) are explored.
Additionally, these micro-benchmarks allow evaluation of the effectiveness of multi-threaded

RMA operations for a varying thread count and message size.

The RMA synchronization methods used in the micro-benchmarks cover all four common
methods: fence, lock/unlock, lockall /unlockall, and post/start/complete/wait. It is impor-
tant to note that RMA synchronization cannot be called on the same window from multiple
threads. This is because the RMA synchronization is done at per-rank level. To avoid call-
ing these synchronization methods multiple times per rank, thread-level synchronization is
used. When each thread is launched, it updates a simple counter and waits for a broadcast
from the parent thread, which signifies that all threads have been created and are ready to
begin message transfer. Once each Put/Get thread is waiting, the original thread begins the
timer, broadcasts to the Put/Get threads to continue, and runs the RMA synchronization.
This method of timing is used to avoid measuring the extra time involved in creating and
starting threads. While this is more idealized than would be expected in real applications,
the overall thread creation overhead should be relatively small when using a thread pool for

performing communication.
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Latency

RMA operations are not ideal for latency operations due to the overhead of synchronization
and that latency tests measure the round trip time of a single message. Despite these
shortcomings, a simple multi-threaded latency test is included in the RMA-MT benchmark

suite, which provides some insight into the impact multiple threads has on message latency.

For this benchmark, each thread is launched and waits for a broadcast from the parent
thread before beginning a single data transfer. This removes any artifacts of initializing the
threads. After the call to the non-blocking data transfer, each thread waits for an additional
broadcast. Receipt of the second broadcast signifies that all child threads have completed a
data transfer and that the initial thread has completed the RMA synchronization.

Bandwidth

The bandwidth micro-benchmarks evaluate the potential bandwidth for different RMA syn-
chronization schemes with a varying number of threads. The tests perform a large number
of put or get calls between synchronization calls and bandwidth is measured over all itera-
tions. For RMA operations, bandwidth is important to typical use cases because multiple
data transfers can utilize a single RMA synchronization, amortizing the cost. The RMA-MT
bandwidth micro-benchmarks do not “warm-up” the caches before commencing. Therefore,

the resulting average bandwidth reflects this warm-up penalty.

Similar to the latency test, each thread launched by the parent thread waits for an initial
broadcast, which signifies that RMA synchronization has occurred. This also signals that
all data transfer threads have been launched and are ready to transfer data. Once receiving
the broadcast, each data transfer thread performs multiple iterations of put or get to the
shared target buffer offset by its thread ID. Following the completion of the data transfer
operations, each thread waits for a second broadcast, signifying the completion of a closing

RMA synchronization.
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Message Rate

Message Rate is a subset of the RMA-MT micro-benchmarks, based on the Sandia Micro-
benchmarks [32]. Single threaded, two-sided versions of the SMB’s have been used in past
work [9, 11]. These tests look at different message sizes, peer counts, and two different
communication patterns. For this work, applicable communication patterns were extended
to evaluate RMA synchronization methods, RMA transfer methods and multiple threads.
Communication patterns dealing with two-sided specific communication were not relevant
to RMA communication and were not extended. The synchronization methods in these
tests are fence, lock, PSCW, and lockall. The lockall implementation calls flush after every

transfer operation, to provide multi-threaded progress.

Message Rate (Single Direction) The single direction communication pattern looks
much like the bandwidth test. It starts up sender ranks that communicate with a paired
receiver rank. The primary difference between the two is that single direction uses larger
number of ranks. It uses these ranks to test the communication of group of nodes, rather

than being limited a single pair.

Message Rate (Halo Exchange) The halo exchange test emulates application behavior
by implementing a commonly used communication pattern. This test has every rank transfer
data to a number of neighbors. In the default case, the benchmark communicates with six
neighbors. Due to it’s prominence in HPC applications, three of the four two-sided Sandia
Micro-benchmarks use this communication pattern, with different variations in the manner
and order in which sends and recvs are posted. For the RMA-MT versions of the halo
exchange tests, only one version was needed to map to RMA, since RMA doesn’t have an

unexpected message equivalent.
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4.2.2 Miniapps

This subsection presents the modifications made to a subset the Mantevo Suite [52]. We
focused on three Miniapps: HPCCG, MiniFE, and MiniMD. These were selected to stress
the diversity of problems that can use RMA and to stress the RMA components of an MPI
implementation in different ways. HPCCG was implemented using the Lock_all/Unlock_all
to test the most recent synchronization method. This was added in MPI 3.0 to support
passive target RMA. MiniFE and MiniMD both use Fence as it fits well with the design of

those miniapps and was performant in the microbenchmarks tests, especially for MVAPICH.

HPCCG

HPCCG is a conjugate gradient code focusing on the sparse iterative solver. It is designed to
be very scalable and is approximately 3100 lines of code. It uses a halo exchange communica-
tion on a 27-point stencil. Therefore, this communication pattern is somewhat similar to the
message rate halo-exchange micro-benchmark, however this mini-app performs calculation
and only communicates at message sizes that are relevant to the computation. In order to
adapt HPCCG to use RMA data transfers with multi-threading, each ranks spawns a com-
munication thread per neighbor in the halo-exchange. Each process creates a thread for each
of the neighbors it needs to communicate with and then uses that thread to drive the traffic
solely to that neighbor. This means the number of threads created is not an independent
variable for the results shown for this mini-app. The message size used in the MPI_Put is
the same as those used in the MPI_Isend in the two-sided version of the mini-app. HPCCG

uses lock_all /unlock_all synchronization semantics.

MiniFE

MiniFE is a finite elements code and is similar to HPCCG because it focuses on a similar

problem; but it has substantially more features. The code is around 8000 lines. Its main
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loop, much like HPCCG, is a conjugate gradient solver. Again, MPI_Put calls replace the

MPI Isend. MiniMD uses fence synchronization semantics.

MiniMD

MiniMD is a molecular dynamics code focused on recreating the behavior of LAMMPS. The
code is under 3000 lines. It’s limited to Leonard Jones pair interactions. MiniMD uses
two communication phases per iteration. The first being a forward communication, and the
second being a reverse communication. In both cases, we have replaced the MPI_Isend call

with MPI_Put. MiniMD like MiniFE uses fence synchronization semantics.

4.3 Experimental Methodology

All of the tests were run on a Skybridge production cluster, which consists of 1,848 dual-
socket nodes (totaling 29,568 cores). Each node contains 2X Intel E5-2670, 2.60GHz, 8-core
processors with 64 GiB (32 per socket) of DDR3-1600, memory. Each node is connected by
a Qlogic onload 4X QDR IB interconnect across a Fat Tree topology. The fabric utilizes
three 648-port core switches and 108 36-port edge switches (both Qlogic).

There are two versions of MPI used for the tests. For MVAPICH, we used the 2.1 release
downloaded from the official website. For Open MPI, we used a copy of the v2.x branch of
the ompi-release candidate development repository on GitHub pulled on October 20th 2015.
Both were compiled using Intels 15.0.4 compilers, and unless noted otherwise, were compiled
with THREAD MULTIPLE support. MVAPICH was compiled using the ch3:psm netmod,
while Open MPI was given the runtime flags to specify the use of the openib Byte Transfer
Layer (BTL), due to development issues with the PSM Message Transfer Layer (MTL).

All versions of the micro-benchmarks used many hundreds of iterations within the test. Each

test was run 10 times: The results presented are the average of those 10 runs in each figure

49 www.manaraa.com



Chapter 4. Next Generation Parallel Programming Models

in Sections 4.4 and 4.5. All figures shown include vertical bars, although some may not
be visible due to small standard deviations. For the miniapp runs, 3 runs were performed.
All results are the average of those 3 runs, with applicable error bars for the standard
deviation. While thread creation could be expected to introduce variance that would result
in larger standard deviations than presented in the following sections, the overheads of thread
creation and joining are not included in the performance results of the micro-benchmarks.
As the overheads due to thread creation/destruction can be highly variable depending on
the approach to threading used. For example, thread pools have lower overheads than on-

demand creation/destruction of threads.

4.4 Single Threaded Results

Single threaded comparisons between one-sided and two-sided communication in MPI have
been explored before. We primarily include the results of figures 4.1-4.6 to inform the reader

of the baseline performance values for the system under test.

In these figures, we reduce the amount of information displayed by only presenting the
best performing single-thread synchronization methods for one-sided communication. When
reviewing the bandwidth performance of MVAPICH, the best synchronization is Lock_All,
which has 2.1% greater throughput on average across all message sizes than the next best per-
forming synchronization method (Lock). When comparing maximum throughput, Lock_All
has a 4.0% increase over the next best method (Lock). In the case of Open MPI, the best
performing synchronization in terms of bandwidth is PSCW, which is 1.3% greater on aver-
age across all message sizes than the next best method (Lock). The maximum throughput

of PSCW is 1.4% greater than the next best synchronization method (Lock).

While the differences between one-sided synchronization methods are small for single thread-
ed communication, we see more significant differences when comparing one-sided versus two-

sided bandwidth:»Thereare'sudden dips in bandwidth for all the series, with the exception
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Figure 4.1: Single threaded one-sided and two sided bandwidth Open MPI

of Open MPI PSCW, as different eager /rendezvous thresholds are activated. The Open MPI
revision used for these tests implemented RMA using two sided network calls and has since
been updated. Of all the single thread techniques evaluated, Open MPI achieves the best
peak bandwidth using one-sided PSCW, just surpassing 3 GiB/s.

In the case of the single threaded latency results, again, we only display the best performing
synchronization method. For MVAPICH this is PSCW, which has 2.6% decrease to latency
on average than the next best performing synchronization method (Fence). When comparing
minimum latency, PSCW has a 5.2% decrease over the next best method (Fence). In the case
of Open MPI, the best performing synchronization is also PSCW, which saw a decrease to
latency of 12.4%, averaging across all message sizes than the next best method (Fence). The

minimum latency of PSCW is 23% less than the next best synchronization method (Fence).

While our benchmarks sample message sizes at powers of two, we match the sampling of

the original multi-threaded MPI benchmarks [106], which lack samples between 1 and 16
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Figure 4.2: Single threaded one-sided and two sided latency of Open MPI

bytes. In both cases of MVAPICH and Open MPI, the latency of one-sided operations is
significantly worse than the latency of two-sided operations, which is somewhat expected as
the maturity of the one-sided code in MPI implementations is significantly less than that

of the two-sided communication code path. In these experiments the best observed latency

was seen in two-sided MVAPICH (1.8us).

For the message rate halo exchange results, we also only display the best synchronization
method. For Open MPI, the best was Fence, which did an average of 1.7% better than
PSCW and 12.9% better than Lock. For MVAPICH, Lock showed the best performance,
doing 12.1% and 11.8% better than Fence and PSCW respectively. One anomaly in these
results is the spike in MVAPICH Performance at 2KiB message size. This is also observed in
Section 4.5 and we will discuss it further there. For messages smaller than 2KiB, MVAPICH
provided one of the few instances of RMA message rate performance exceeds the two sided

baseline: For those message sizes, MVAPICH Lock does an average of 21.4% better than the
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Figure 4.3: Single threaded one-sided and two sided message rate of Open MPI

baseline.

4.5 Multi-Threaded Benchmarks

In this section, we illustrate the use of our benchmark suite and how it can provide insights
about the underlying system. We present and analyze the results of bandwidth, latency, and
message rate benchmarks for varying message sizes, thread counts and MPI distributions.
We have split these results into two separate sections by MPI distribution and caution the
reader against making any comparison between the MVAPICH and Open MPI distributions
for multi-threaded runs. These results should not be compared for two reasons. First, the
evaluated version of Open MPI is not a released version and is currently under development.
This version is not currently fully tested and on occasion our experiments fail. Of course,

these failed runs have niot been included in the performance results. We have included a dis-
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Figure 4.4: Single threaded one-sided and two sided bandwidth of MVAPICH

cussion of these failures at the end of this section to illustrate the ability of our benchmarks
to evaluate correctness and functionality in addition to performance. Secondly, the system
benchmarked (Skybridge) utilizes Qlogic onload network cards, which utilize the PSM inter-
face in MVAPICH. For Open MPI, because we ran into functionality issues the RMA-MT in
the PSM MTL, we used the OpenlB BTL instead. These interfaces represent different levels
of optimization for the underlying hardware. Because of this, a comparison between the two
distributions may be misleading, and as the goal of examining Open MPI was not to assess
performance as much as it was to use the benchmarks and mini-apps to demonstrate their

utility in debugging and improving MPI implementations in development.

4.5.1 MVAPICH Release

Bandwidth Our results from MVAPICH only reported minor differences in throughput

whenvcomparing differentysynchronization methods. We focus the plot for the Lock_All
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Figure 4.5: Single threaded one-sided and two sided latency of MVAPICH

synchronization method because there is less than a 2% difference in average throughput
across synchronization methods. As a disclaimer, we should note that the code paths for
offload cards in MVAPICH have had more effort put into performance optimizations for
one-sided communication, such that synchronization methods become a contributing factor
to performance. In Figure 4.7 the results require close examination; we see that the dips
and peaks in throughput occur as each series reaches the same per-thread message size. To
elaborate, as each thread reaches the point where it sends 16 KiB of data, we see a sharp
reduction in throughput. This occurs at 16 KiB for single thread results, 32 KiB for two
threads, and so on. Overall as we increase the number of threads to 16, we see a 19%

reduction in throughput. This occurs because the overheads of coarse grained locks that
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Figure 4.6: Single threaded one-sided and two sided message rate of MVAPICH

Latency

The results of Figures 4.8 and 4.9 show that for small message sizes, there are significant dif-
ferences to latency across the four synchronization methods and thread counts. Specifically,
we see that PSCW and fence both outperform Lock and Lock_All performance significantly.
PSCW achieves 44% and 27% of Lock_All latency at 1 and 16 threads, respectively. For
PSCW and Fence, we see a increase to latency of almost 5X or 88 and 90 ps respectively,
as we increase the thread count from 1 to 16 threads. Lock and Lock_All see an increase to
latency of almost 8X or 303 and 365 us respectively, as the number of threads increase from 1
to 16. Because there was not a significant difference in bandwidth across the synchronization
methods in the previous section, the benchmark suite suggest that either PSCW or fence

are preferred for the given system when using MVAPICH.

Figures 4.10 and 4.11 present the results of the halo exchange message rate benchmark when

runrunder MVAPICH» Thisficure shows the total message throughput of the benchmark for
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Figure 4.7: MVAPICH bandwidth results for one-sided (lockall) communication

each of the synchronization methods. It should be noted that the two sided baseline shown
in each graph is a special case, as it is run under a single threaded instance of MPI where
the multithreading has been turned off at compile. This was done to compare RMA-MT to

a current day implementation.

In Figure 4.10 we can see the effect of the extra process level synchronization of running
under thread multiple. Fence and PSCW were very similar, on average there was 2.3%
difference between the two. For small messages under 2KiB, Fence, Lock, and PSCW didn’t
show significant differences in message throughput. Lock-All on the other hand, performed
significantly worse, averaging 49.5% throughput compared to the baseline, while the others
averaged 85.9%. Fence and PSCW handled large messages the best out of all synchronization

methods, with fence achieving a message rate that was 47.4% of the single threaded baseline.

Figure 4.11 shows the message rate throughput when run on a thread per core. As shown
in the graph, large message rate throughput is roughly the same, which makes sense given

that the bottleneck quickly bécomes the network, rather than the MPI implementation itself.
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Figure 4.8: MVAPICH latency results for 1 thread

For small messages, there is a large reduction in performance for Fence, Lock/Unlock, and
PSCW. Fence, for instance has average throughput of 68.2% compared to the version with

one thread.

The most unexpected result from this series of tests is the spike in message rate for the
baseline, Lock, and PSCW at 2KiB. While bandwidth is expected to fluctuate in both
directions at the message size increases, message rate (which is normalized for message size
should go down. The increase is unexpected, but has been confirmed in other work examining

RMA message rate for MVAPICH2 [50].

4.5.2 Open MPI development branch

Bandwidth This section presents results about the performance for different synchroniza-

and message sizes of the chosen distribution. The keen reader
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Figure 4.9: MVAPICH latency results for 16 threads

may observe the lack of Lock_All data in this section. In our experiments, we found the
Lock_All synchronization method of this development branch failed too frequently at high

thread counts to confidently display results for, therefore it is excluded.

Examining the results of Figure 4.12-4.13, it is evident that for single threads, the bandwidth
at 1MiB is extremely close across the different synchronization methods (3065, 3062, and
3077 MiB/s for Lock, PSCW and Fence, respectively). However, we can see that when using
16 threads, synchronization method plays an important role in the observed bandwidth, with
Fence seeing a decrease of 573 MiB/s or 21% compared to Lock. Focusing on Fence, as we

scale up the number of threads from 1 to 16, we see a decrease to bandwidth of 849 MiB/s

59 www.maharaa.com




Chapter 4. Next Generation Parallel Programming Models

Mesage Rate, MVAPICH, halo exchange, 8 node, 1 thread
6e+06

5e+06 |
4e+06

3e+06 |

Message Rate

2e+06 &

1e+06

O & 2 % T 7o P B 7o On Sy 7,
%8 % % % % %8 F sy By S

% 65 %%%"%

NN
T %0
Message Size (Bytes)
Fence —e— Lock All —@&—
Lock —w»— Two Sided Baseline —&—

PSCW —a—

Figure 4.10: MVAPICH message rate results for 1 thread

Latency

The results of Open MPI latency (shown in Figure 4.14-4.15) tell a different story than
the bandwidth results earlier. For small message sizes (under 1KiB) we see that fence and
PSCW provide significantly better latency at high thread counts, with PSCW providing the
best latency overall. In the worst case (Lock), we see that as we increase thread count from
1 to 16, we see an increase of 235 us or 6X. In the best case of PSCW, the increase is only
102 ps or 5X. Importantly, our benchmark suite shows that PSCW is preferred when using
Open MPI to achieve the both the best bandwidth and latency.

Message Rate

Figures 4.16-4.17 presents the results of the halo exchange message rate benchmark when

Id be noted that the two sided baseline shown in each graph is
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Figure 4.11: MVAPICH message rate results for 16 threads

a special case, as it is run under a single threaded instance of MPI where the multithreading
has been turned off at compile. This was done to compare RMA-MT to a current best
practices for running MPI. Again, Fence and PSCW performance was very similar (within
3.2% of each other). In this graph we can see the effects of using multiple cache lines, when
we see the drop in performance from 64 byte to 128 byte message sizes. For small messages,
the effects of RMA-MT are clear. Those effects have less impact as we increase message size.
For example, Fence performs at 43.4% of the baseline for 8 byte messages. However, once
we get up to 1 MiB, it performs at 96.4% the rate of the baseline. Figure 4.17 shows the
message rate throughput when run with one thread per core. The trends here are strikingly

d counterparts, averaging a 1.3% difference overall.
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Figure 4.12: Open MPI bandwidth results for 1 thread

Development Branch Failures

The Open MPI micro-benchmark results for latency and bandwidth presented here consisted
of 840 runs of our MPI benchmark, where each run performs hundreds of one-sided commu-
nications across 20 different message sizes. Because we were using a development branch of
Open MPI we had a number of runs where errors were detected. These errors were limited to
multithreaded runs and are enumerated as follows: three segmentation faults, 22 assertions,
and 6 cases where the target or origin buffer did not pass a checksum, representing an error

in less than 1% of the runs.

For the message rate micro-benchmarks, we ran roughly 2160 runs across all the combinations
of message size, synchronization method, and transfer operation. We observed 81 failures
in those runs. It should be noted that the message rate benchmark does more iterations
than the other micro-benchmarks and thus has a higher probability of hitting an error. Of

the errors we observed for message rate only 12.3% were associated with Get operations,
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Figure 4.13: Open MPI bandwidth results for 16 threads

only 16.0% were associated with single threaded runs, and only 19.8% were associated with

message sizes less than 64 KiB.

As previously mentioned, Lock_All saw a significantly larger number of errors, so was not in-
cluded in our results. Fortunately, our benchmarks have brought these errors to the attention

of Open MPI developers so that they may be fixed before release.

4.5.3 Discussion

Many of the results in this section show a degradation in performance when using RMA-
MT. This degradation is due to a number of factors; one of the most apparent is thread
level synchronization. Ideally, RMA would require little locking within MPI as it does not
use most of the shared data structures such as the match list. However, examining the

for this study, a lock encapsulates the the entire call into MPI.
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Figure 4.14: Open MPI latency results for 1 thread

This is due to multi-threaded RMA in MPI being underutilized and thus unoptimized. The
benchmarks in this study provide performance data and RMA-MT capable code that MPI
implementations may use to optimize their performance. In addition to synchronization
costs, RMA performance has the potential to be degraded by contention for shared memory

resources as seen in [49].

4.6 MiniApp Results

This section presents the results from running the modified mini-applications. Each test
was run with 16 ranks per node, had a weak scaling problem size, and had the problem size
adjusted to run for roughly a minute. The tests were run from 16 to 512 ranks using both
MVAPICH and Open MPI. from HPCCG. Figure 4.18 graphs the performance of our tests

verformance of the original non-RMA version.
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Figure 4.15: Open MPI latency results for 16 threads

4.6.1 HPCCG

For HPCCG, the results in Figure 4.18 demonstrate the RMA-MT overhead for HPCCG
using one thread per communication between communicating rank pairs (neighbors). These
runs used a 160® per rank problem size resulting in an average runtime of 57.8 seconds for the
16 rank MVAPICH baseline and 56.9 seconds for the 16 rank Open MPI baseline. As shown
on the graph, the MVAPICH RMA-MT runs are very close to the baseline; because the
standard deviation of these runtimes is often on the order of half a second, this performance

difference is not statistically significant.

In contrast, the message rate halo exchange, which has an identical communication pattern,
had performance difference was statistically significant performance gap. This is promising
as it means that the performance gap left to bridge with application communication patterns
may be less than that implied from the micro-benchmark results for future RMA-MT codes.
This shows that the RMA=MT approach with Unlock_all/Lock_all is scaling well.
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Figure 4.16: Open MPI message rate results for 1 thread

For Open MPI, we see a more significant increase in runtime of up to 2.9% at 256 ranks.
It should be noted, that given the significant amount of errors in lock-all for Open MPI

observed in previous sections, this result should be looked at skeptically.

4.6.2 MiniMD

For MiniMD, the results in Figure 4.18 show the RMA-MT overhead for MiniMD using one
thread per communication between communicating rank pairs (neighbors). Our MiniMD im-
plementation differs from our HPCCG implementation in that it uses Fence as the mechanic
for window synchronization. These runs used a 150® per 16 ranks problem size resulting in
an average runtime of 54.9 seconds for the 16 rank MVAPICH baseline and 54.5 seconds for
the 16 rank Open MPI baseline.

H RMA-MT test show a large performance degradation from
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Figure 4.17: Open MPI message rate results for 16 threads

the baseline. This is due to the larger amount of communication calls in MiniMD, and the
extra window synchronization required. Given this, we see an overhead of up to 7.8%. For

Open MPI, we see a smaller change, of up to 2.4% overhead compared with the baseline.

4.6.3 MiniFE

Finally, Figure 4.18 shows the RMA overhead for MiniFE using one thread for each com-
munication pair. The communication pattern is similar to HPCCG, as they both are proxy
apps for conjugate gradient problems; to differentiate them we have used the fence synchro-
nization mechanism for MiniFE rather than lockall. The problem size that used for these

tests was a 3303.

The results for MVAPICH show the highest the RMA-MT overheads of any benchmark,
While this is larger than the other mini-applications, it
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Figure 4.18: RMA-MT mini-app run time overhead compared to the regular version

is not entirely unexpected. Both MiniMD and the message rate micro-benchmarks have
significant overhead when using fence as a synchronization method. Because MiniFE uses a
substantially larger problem than MiniMD, communication becomes more of a bottle neck.
For Open MPI, MiniFE has an overhead of up to 3.0%, much smaller but again larger than
the overhead that it had for MiniMD.

4.7 SHMEM Results

In this section we present initial results using this benchmark suite on a Cray XE30m cluster.
Each node has two Xeon Ivy Bridge 2.4 GHz 12-core processor with hyper-threading enabled,
32 GB of memory per node, and a Cray Aries network interface. SHMEM-MT benchmarks
were compiled using the Cray compiler suite and Cray shmem version 7.3.2. Each data point

in'this'sectioniisran average of 10 runs with each run performing 10,000 iterations, in the case
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Figure 4.19: SHMEM-MT Latency Performance - Get

of the messaging benchmarks. Each point is plotted with error bars showing the standard
deviation of the 10 runs; in a large number of cases, the standard deviation of the ten runs

was small enough not to show up on the plots.

4.7.1 Latency

Figures 4.19 and 4.20 show the results from the multi-threaded latency tests using get and
put operations. In this graph, the message size is used is the total message size sent every
iteration and each thread sends a piece of that message. For instance, a message size of
sixteen results in 1 16-byte put or get for the one thread case, 4 4-byte puts or gets for
the 4 thread case, and 16 1-byte puts or gets for the 16 thread case; an iteration completes
only when operations by all threads are completed after joining the threads that issue the

to SHMEM Quiet.
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Figure 4.20: SHMEM-MT Latency Performance - Put

As expected, for small messages, splitting a single transfer into smaller transfers increases
latency, even accounting for the protocol switch when individual messages reach 2KiB in
size. This holds true until about 32 KiB for four threads and 128 KiB for sixteen threads.
For larger messages, however, it becomes advantageous to split the data and use multiple
threads. With a 1 MiB total transfer size, for example, a threaded transfer of 16 64-KiB
messages has a latency 35% of that of a single 1-MiB message. We believe that this is due
to multiple threads being able to exploit hardware-level concurrency in the NIC and fabric;
the need to use multiple threads or ranks to maximize messaging performance on the Aries

network is consistent with previous results on this system [53].

4.7.2 Bandwidth

Figures 4.21 and 4.22 show the results from the bandwidth tests using get and put re-

spectively. " This testris'setup similarly to latency; as the number of threads increases each
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Figure 4.21: SHMEM-MT Bandwidth Performance - Get

message is split into smaller equal pieces for each thread to send. We can see that for small
messages, specifically less than 32KiB, Cray SHMEM achieves best bandwidth performance
when using a single thread. After 32 KiB, 4 threads sending portions of the message appear
to outperform the 1 thread case. For the message sizes used in this test, 16 threads always
performs worse than the other cases, most likely because there is not sufficient hardware-level

concurrency to amortize the increased synchronization overheads.

4.7.3 Message Rate

Figures 4.23 and 4.24 show shows the results of the message rate halo exchange benchmark,
using either get or put operations to exchange messages. This benchmark splits the work
among threads differently than latency and bandwidth, keeping the same number of similarly
sized transfers per iteration and simply changing the number of messages sent by each thread

inveachrperviterationAS @ result, the number and size of messages sent per iteration is
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Figure 4.22: SHMEM-MT Bandwidth Performance - Put

constant at a given message size. As a result, these tests evaluate the potential benefits
of threading and overheads of contention when accessing the communication library and

underlying hardware.

As we can see from the data, the message rates are largely identical with changing numbers
of threads, little benefit or overhead for the majority of the graph. The primary exception
is for messages of 128 KiB and larger. In these cases, using four threads results in increased
messaging performance. For example, four threads with 1 MiB messages results in 47%
higher rate than with 1 thread; again, this is likely due to multiple threads being better able

to utilize concurrency in underlying network resources.

While our results do not show as large of a performance difference based on the numbers
of threads used, they do show a large difference between using Put and Get operations.
For small messages, the results show a significantly higher message when using put rather

than get for small messages:” We believe that this is due to the synchronous nature of get
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Figure 4.23: SHMEM-MT Message Rate for Halo Exchange - Get

operations in OpenSHMEM as opposed to put operations. We also notice that after the
protocol switch at 2KiB, the performance difference between Put and Get operations largely

disappears.

4.7.4 MiniApp Results

Figure 4.18 shows the runtime of the HPCCG and MiniFE mini-applications when run with
24 ranks per node on up to 32 nodes in a weak scaling configuration. In particular, the
problem size for HPCCG was set to 100% rows per PE, using 24 processes per node or one
for each core while the MiniFE problem size was set at (330 * nodes'/3)3. Note that, as
described earlier, these mini-applications do not yet include full threading support. In this

case, messaging concurrency results from running multiple OpenSHMEM PEs per node, in
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Figure 4.24: SHMEM-MT Message Rate for Halo Exchange - Put

In both cases, performance is largely constant as expected, particularly for MiniFE. HPCCG
runtimes begin to increase slightly with increased scale, but to a level that is generally
expected for this mini-application. Note that both mini-applications also include solution

verifications provided from the original Mantevo versions that complete successfully.

4.8 Analysis

This chapter shows that one-sided communication is a viable, performant option for new
exascale codes. A simple, vendor optimized, dedicated one-sided communication library in
the form of Cray’s SHMEM implementation is able to both fully utilize the network and run
hybrid codes with minimal synchronization overhead. This contrasts with the baseline of two-
sided MPI implementations where data structures and shared state like the matching engine

shownlargeoverheadswhen'tun under THREAD _MULTIPLE. One-sided communication
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Figure 4.25: SHMEM-MT Mini-application Weak-scaling Runtime - HPCCG

can avoid most of these data structures and is therefore better suited for extreme scale
hybrid applications. One-sided communication is also able to better support fine grained
communication strategies due to the aggregation of communication synchronization. At the
time of these experiments, MPI was only starting to support these features. This is likely why

the results in Section 4.5 were underwhelming compared to Cray’s SHMEM implementation.

The are a few notable limitations to one-sided communication as defined in these libraries.
First, there is a large overhead to converting legacy application over to this model of paral-
lelism. Changing one time use buffers into persistent memory windows, managing memory
epochs, and managing data placement are some of the challenges when dealing with this
model. It will likely be challenging to architect an application around and difficult to adapt
a legacy application to adapt for these changes. Secondly, performance is not as portable
as traditional two-sided MPI; application developers often use the default installed MPI im-

plementationsswhichrean'bewery outdated. For example, an application using RMA with
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Figure 4.26: SHMEM-MT Mini-application Weak-scaling Runtime - MiniFE

Open MPI 1.10, the default for some systems, will result in a decrease in performance, even
if the implementation improves with later versions. Finally, there are some communication
patterns that are not easily handled by one-sided communication. For example, AMG 2013
has occasional long-range communication that is not expected by the receiver. In two sided
MPI, this application uses a probe operation to check for unexpected messages and then
dynamically allocates a buffer to receive that data. This is difficult in one-sided communi-
cation as there are challenges with placing the data into a pre-allocated window, avoiding

memory that has been written to by another communication, and notifying the receiver to
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4.9 Conclusions

In this chapter, I described two benchmark suites that explore new parallel programing
paradigms, both using one-sided communication and multithreading. RMA-MT show that
while MPI RMA in combination with multithreading shows promise, it is still very prelim-
inary. Recent work has made great strides in improving these code paths. Both the Open
MPI and MPICH teams have utilized the RMA-MT benchmark suite to implement, test,
and optimize these code paths. SHMEM-MT explored the possibilities of one-sided com-
munication using an alternate communication library. As a newer, light-weight, one-sided
centric communication library, it is unsurprising that these tests showed better performance
and functionality with SHMEM than with MPI RMA. In certain circumstances, such as the
bandwidth test, multithreaded SHMEM was able to leverage more of the network than the

single threaded variant.

This work contributed both a suite of benchmarks, RMA-MT, to explore the performance
of next generation communication systems and studies using said benchmarks of the per-
formance of both MPI RMA and shmem in hybrid programing contexts. This answers the
research question of "How do we evaluate new parallel programing techniques on many-core
architectures?” by not only providing an evaluation of these two programing models, but
also a framework for throughly testing new communications models, especially for hybrid

contexts.
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Matching Engine Architectures For

Modern Processors

5.1 Introduction

Chapter 1 described a number of different parallel programing paradigms for exascale com-
puting. One of the largest challenges is to adapt legacy codes to modern systems. Often
these codes will be run as-is as there is not a drive to update these large applications. Thus,
to make these codes performant on modern architectures we must adapt the underlying sys-
tem software to their behaviors. The research question this chapter aims to answer is "How
do we optimize performance of current and future communication libraries for many core

architectures?’.

In this chapter, I present three new matching architectures that target many core systems
such as the Xeon Phi. This work was the result of a collaboration between S. Mahdieh
Ghazimirsaeed, Whit Schonbein, Micheal J. Levenhagen, and myself. Mahdieh contributed
an initial implementation of the linked list of arrays architecture, a Knight’s Corner prototype

of the vector approach: Whit contributed match engine profiling data. Micheal contributed
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the data for the communication pattern match list depths. Finally, my contribution was
the hot caching architecture and implementation, the final design and optimizations for the
linked list of arrays architecture and implementation, a Knight’s Landing vector architecture,
implementations that combine the approaches in both MVAPICH and Open MPI, and a

performance study of the architectures.

The contributions of this chapter are the following:
e Three matching engine architectures for modern architectures
e Implementations in both MVAPICH and Open MPI.

e A performance study study of the architectures and combinations of the different ap-

proaches.

This chapter is structured as follows: Section 5.2 presents an exploration of list length
of common MPI communication patterns. Section 5.3 presents the different architectures
and details of the implementations. Section 5.4 presents the experiments including the

exploration of match list length and a performance study of the different architectures.

5.2 Background and Motivation

An important metric to study prior to examining any message matching queue optimizations
is the typical match queue length of common communication patterns, particularly at scale.
In order to study general patterns and enable larger scale evaluations, we used a modified
version of the SST simulation system [90]. We used message queue data from SST to create
histograms of match list behavior for these communication patterns. SST contains motifs
that describe common communication patterns for a number of categories of applications.
We examined three patterns at large scale: an adaptive mesh refinement pattern, AMR, at
64K processes, a 3D sweep pattern at 128K processes, and a Halo-exchange pattern at 256K

processes.
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Figure 5.1: AMR match list sizes - 64K

Figure 5.1 shows the number of items in a given process’ match list on the x-axis and
the number of times that such a sample occurred throughout the simulation on the y-axis.
Samples are taken during each communication phase in simulation, such that all list additions
and deletions are captured. AMR shows that most list lengths maintain zero to mid-hundreds
of elements for the majority of the application run; however, extremes do occur out to the mid
400s. Therefore we can conclude from these results that the most important queue lengths
occur in the mid 100s as they are abundant and intensive to search. It is also important
to consider the performance ramifications of several hundreds of list elements at a time to

capture performance drop off with regards to longer lists.

Sweep3D patterns in Figure 5.2 show similar results to AMR, with the exception of the

length of exceptionally long queues. Sweep3D needs short list length performance with good

30
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Figure 5.2: Sweep3D match list sizes - 128K

performance for queue lengths into the low hundreds of elements.

Halo3D shows the expected queue lengths for a neighbor halo exchange, few elements in the

queue and many very small queue length operations. As expected,

queue lengths do not

grow to beyond 27 elements, as this is the maximum number of send/recv operations that

can be processed in between communication barriers.

5.3 MPI Matching Improvements

In this section we present three novel techniques for improving message matching. Sec-

tion 5:3:1 presents a linked list of arrays matching architecture that attempts to better
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Figure 5.3: Halo3D match list sizes - 256K

interact with the memory subsystem by combining multiple matching elements into a single
linked list element. Section 5.3.2 expands on this idea by rearranging data into AVX vectors.

Finally, Section 5.3.3 presents hot caching, a technique to ensure data remains in cache.

These techniques utilize auxiliary data structures, and can be used while maintaining the
underlying match lists. This makes it feasible to utilize these techniques when it improves
performance and, if they are no longer the performant path, revert to using the original
linked list structure. They are also complementary, with the vector approach extending the
structure of the linked list of arrays and both data structures benefiting from cache miss

reductions from hot caching.

82 www.manaraa.com



Chapter 5. Matching Engine Architectures For Modern Processors

5.3.1 Linked List of Arrays
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Figure 5.4: Packing data structures into 64 byte cache lines

Our linked list of arrays structure utilizes contiguous memory regions to better interact with
the caching behavior and pre-fetching. Each queue element for the posted receive queue
contains 24 bytes of information, 4 bytes each for the tag and rank, eight bytes of bit masks
for matching, and an 8 byte pointer to the request. The unexpected message queue does not
require masks, so it only requires 16 bytes per entry. There are also 3 per array items that
are stored: a pointer to the next array and indexes to the array indicating the start and end
of the used section. We manage holes in the array (from deletions in the middle of the list)

by ensuring tags and sources are invalid and all bitmask fields are set.

This data structure allows a variety of size options that generally fit into two approaches.
The first approach provides a long array that interacts well with the prefetcher. Iterating
over contiguous memory is a predictable pattern, and modern architectures are designed to

take advantage of this'pattern. There is a potential caveat to this approach, as elements
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that have been matched in the middle of an array must still be checked during subsequent

searches. This approach is ideal for applications that frequently empty the match list.

The second approach, illustrated in Figure 5.4, optimizes the efficiency of each memory
look-up. For the posted receive queue, we fit two entries and the linked list overhead into a
single cache-line. This effectively doubles the memory efficiency of the matching operations
as it only requires N/2 memory operations to fully traverse a list of size N, whereas the

traditional method requires N operations.

5.3.2 Intrinsics for AVX Vectors

We then extended the linked list structure described above to take advantage of vector
instructions (e.g. Intel’s AVX intrinsics) by reorganizing the data to be grouped per field
into a vector rather than being grouped by a per element structure. For the posted receive
queue we need to store 4 vectors of 4 byte integers for tags, tag masks, ranks, and rank masks.
This requires that each linked list element contains 16 entries to fill a 512 bit vector. We
also need to separately store pointers to the request structures, head and tail indices, and a
pointer to the next linked list element. Our current implementation also stores intermediary

arrays for ease in updating the vectors; however, these are not essential to the technique.

When searching the posted receive queue, we use the set1 function to immediately initialize
two target vectors for tag and rank. These can be used for the entire search. For each linked
list element, we apply the vector bitmask using a vector bitwise and operation and then use
a vector equality operation to test for a match. This gives us a 16 field bitmask of match
information. After we use this technique for both tag and rank, we check the context_id
of any potential matches. The overhead in modifying the vectors is limited to inserting or

removing an element.

There are a couple of caveats to this approach. First, similar to the linked list of arrays ap-

proachy it preforms best on'a dense match-list with very few holes. Secondly, its availability
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is architecture-dependent. In particular, matching requires an integer equality check oper-

ation, which was introduced in AVX2. We implemented this in AVX-512 for the Knight’s

Pandingrarchitecturepand ™AV X2 for experiments on a Broadwell system.
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This technique can use existing CPU vector units. However, it motivates us to demonstrate
that a very simple wide vector unit capable of integer equality checks and bit masks could
be designed to accelerate network message matching at relatively low cost in terms of die

area and increased complexity.

5.3.3 Hot Caching
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Figure 5.6: Hot Caching

We developed an additional technique, termed hot caching, to explicitly keep MPI match
list entries loaded in cache. MPI typically uses all of the cores on a system, but it is not

hread contexts available for use. The technique of hot caching
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ensures a specified region of memory stays in cache by running a thread that periodically
accesses said region. Our basic implementation is a thread that iterates through a list of
regions, specified as a virtual memory address and a size, and adds the first four bytes of
each cache line to a throwaway summation variable. It then sleeps for an arbitrary number

of nanoseconds and repeats the process.

There are a number of challenges in implementing this technique. First, when running
alongside an MPI implementation it is necessary to pin the extra thread to a core that shares
a level of cache with the communication process. Sandy Bridge and Broadwell processors
have a shared L3 cache. This allows us to pin the thread to any other core on the socket.
The Knight’s Landing architecture only has latency efficient cache sharing on a per tile basis.
Since each tile only has two cores, it is important to identify and pin the heater process to

the other core on the tile.

The second challenge with cache heating is lock contention. When first using this technique
with MVAPICH, we realized that the hot caching region list created a large critical section.
Removals, particularly with the intent to deallocate the memory region, could cause a seg-
mentation fault if the heater is using the list at the same time. Enforced mutual exclusion
through a spin lock is problematic for performance when the region queue is long and inser-
tions and removals are frequent. Instead, we use utilize auxiliary data structures for the list

search that re-uses list elements and does not remove entries from the heater.

The third challenge is reducing application interference. The hot caching thread utilizes
processor resources, occupying both cycles on a core and lines in cache. This has the potential
to affect the computation phases of some applications. While our initial implementation
focuses on verifying benefits of hot caching, there are a number of potential mitigation
strategies. First, the heater can collaborate with the application to pause when needed. The
challenge with this approach is to resume the heater in time to ensure the match list is in
cache before the first access in a communication phase; this should be easily achievable in

current generation bulksynchronous algorithms, where communication phases are explicitly
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separated from computation. Another option assuming is to gain access access to defective
cores on the die that still have the potential to load data from memory into a shared cache;
this would allow the heater to leverage otherwise unutilized hardware. In such a case, we
need a core that is turned off for yield purposes, that is still capable of load/store operations
but might otherwise be faulty, for example a bad FPU or bad register. Alternatively, this
could also be supported with relative ease by device manufacturers by adding a small 1-2KiB

network specific cache to the core design.

5.4 Experimental Results

In this section we present the results of several studies. First, we describe our experimental
setup. Next, experimental results for all three optimizations using several different genera-
tions of processors are presented with microbenchmarks, a Sandy Bridge system, a Broadwell
system, and a Knight’s Landing Xeon Phi. Finally, an application study provides a detailed
look at an application that makes heavy use of the match list and consequently benefited

greatly from our proposed optimizations.

5.4.1 Experimental Setup

To test our proposed optimizations performance with respect to match engine length, caching
behavior, and memory subsystem behavior, we identified and modified a few well known
benchmarks. In particular, we tested using the OSU microbenchmarks [84] for MPI band-
width and latency, the Mantevo mini-application [52] miniFE, the APEX benchmark AMG-
2013 [7], and the SPEC benchmark Fire Dynamic Simulator (FDS) [79]. The microbench-
marks were modified in four ways: First, we added an MPI barrier to ensure that recvs were
preposted. This allowed us to test the fast path of the underlying MPI implementation.

Second; we cleared the cachie between each iteration. This simulates a computation phase
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in a bulk synchronous application and allows us to do fine grained performance evaluation
in that context. Third, we pinned the master thread to a specified core. This allowed for
experiments utilizing shared caching behaviors on our target platforms. Finally, we added
unmatched entries to the queue to evaluate performance with different receive queue lengths.
The mini-apps were modified to test different receive queue lengths to test our optimizations’
impacts on future communication patterns that utilize finer grained messaging. We expect
the use of finer grained messaging in the future for asynchronous algorithms, communication

and computation overlap, and over-decomposition [99, 12].

The experiments in this section utilize five systems to run experiments. Xeon Sandy Bridge
and Broadwell systems, with Infiniband QDR and OmniPath EDR respectively, were used to
evaluate large core performance. A Xeon Nahelem system with QDR Infiniband was used for
additional application scaling experiments. A Xeon Phi KNL testbed was used to evaluate
the MVAPICH in shared memory. Finally, the Open MPI Xeon Phi experiments used XC40

systems with KNL processors and an Aries network.

Testing for our Phi (KNL) testbed used shared memory communication for micro-benchmark
results. This method of testing allows for the greatest pressure on the MPI implementation
as the communication mechanism does not become a bottleneck before the MPI matching
engine is stressed to its limit. This allows us to fully explore the optimizations, while also
testing a key communication channel in both current and future systems, intra-node MPI

communications.

Further testing on Phi (KNL), to examine internode communication in a production enviro-
ment, requires a MPI that supports the openfabrics API (OFI). MVAPICH and MPICH do
not have working OFT layers for our Aries (uGNI) network. Therefore we have adapted Open
MPI, which does have an optimized OFI uGNI transport, to have a MPI queue structure
like MPICH/MVAPICH. This is necessary in order to be fair for the comparison to prevent
our techniques from appearing to be more effective than they really are in a production

environment: Having & simple OF1 interface would reduce bandwidth and increase latency
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of the base case and skew differences between the approaches.

While massive threading through OpenMP and similar approaches are putting pressure on
systems to use less than one MPI process per core, MPI-only execution is still an important
execution model to study, and these tests seek to better understand how optimizations can

enable MPI-only type execution in future systems.

Testing at scale was performed on our traditional Intel Xeon clusters. All of the micro-
benchmark results in this section are presented as averages and standard deviations of 10

runs. The application results are an average and standard deviation for three runs.

5.4.2 Optimizations on Xeon Sandy Bridge

5.2
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4
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Figure 5.7: Sandy Bridge Latency
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Figure 5.8: Bandwidth Performance With an Empty Matching Engine - Sandy Bridge

Our large scale platform is a dual socket Xeon Sandy Bridge machine. The AVX Vector
support does not include AVX2 or AVX512 so these tests exclude that optimization. While
the aim of these approaches is to improve message rate, which maps better to the bandwidth
test, it’s important to evaluate the impact that these approaches may have on latency.
Figure 5.7 shows the latency for 1 Byte messages at small queue lengths. It’s difficult to
identify a pattern, before a 128 queue length, because the impact appears to be minimal and

the standard deviation is quite high.

Figures 5.8 and 5.11 show bandwidth results for small and large queue depths, 0 and 1024
respectively. On both graphs, we see a slight variation on small and medium messages and a
convergence once the matching engine is no longer a bottleneck at 16 KiB messages. These

are further broken out in Figures 5.12 and 5.13 which show how the trends for a small, 1
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Figure 5.9: Bandwidth Performance With an Empty Matching Engine - Broadwell

Byte, message and a large, 4KiB, message as the queue length changes. We can see in both
of these Figures that hot caching has an effect even at small queue lengths, and the link list

of arrays increases the scalability of the list.

There are a few interesting trends to notice. First, the matching engine does not become
a bottleneck until at least 256 messages are in the queue. However, we still see a marked
improvement at small queue lengths when using hot caching due to the latency reductions of
having the list in cache. Second, the linked list of arrays performance is often equivalent and
sometimes better than the baseline linked lists with twice the elements. This implies that
the cache lookup is the determining factor in the performance. As the linked list of arrays
approach used here packs two entries into a single cache line sized list element, the worst

case for this approach'is to have every other element empty. With worst case conditions for
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Figure 5.10: Bandwidth Performance With an Empty Matching Engine - Knight’s Landing

our approach, it is still equally performant to the original implementation. Finally, while
cache heating is more performant for reasonable queue lengths,; it becomes less performant
at large scales. This is likely due to contention and blocking due to the spinlock and cache
limitations. It should be noted that it is easy to define what elements are brought into cache
with the current hot caching architecture; therefore, we can establish a tunable threshold for

MPI to determine where to stop cache heating.

5.4.3 Optimizations on Xeon Broadwell

The results on a Xeon Broadwell architecture differ from those seen on Sandy Bridge, which

is'expected as Broadwell'is'a complete architecture generation ahead of Sandy Bridge. Fig-
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Figure 5.11: Bandwidth Performance on the Sandy Bridge Architecture - Queue Depth 1024

ures 5.9 and 5.14 show bandwidth results for a sweep of message sizes for short and long
queue lengths. Figures 5.15 and 5.16 show results for a sweep of queue lengths for 1 Byte

and 4 KiB messages.

There are several interesting trends to further explore in this data. First and foremost,
Broadwell has support for AVX2 instructions, so our results include a version of the AVX
vectors optimization. In the match length figures, the AVX technique improves the match list
scaling, having no major drop-off until 4K elements are in the list. This may be primarily
due to caching effects of using contiguous memory for 8 entries, but performing multiple
comparisons in a single instruction is also contributing to this large performance increase.
When compared to Sandy Bridge we observe a similar trend for the linked list of arrays

ements into a cache line delays the match list bottleneck from
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Figure 5.12: Bandwidth Performance on the Sandy Bridge Architecture - 1 Byte Messages

512 to 1024 elements. The worst case analysis (where each linked list element only contains
one item) of these two approaches shows that the linked list of arrays approach will still
outperform the baseline, however intrinsics will often not. This is likely due to the initial
the AVX Vectors implementation requiring more cache lines and cache misses being the

dominant performance bottleneck.

It is also important to note that while cache heating does show improvement in proof of

concept tests, the MPI implementation appears to not be able to take advantage of it on
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Figure 5.13: Bandwidth Performance on the Sandy Bridge Architecture - 4 KiB Messages

5.4.4 Optimizations on Xeon Phi

The Intel Xeon Phi® architecture as of the latest revision (codename Knight’s Landing
(KNL)) is a self hosted solution comprising many cores (64-72 depending on the part num-
ber). The Phi also provides wide vector operations of 512 bits, called AVX512. Leveraging
this capability and making the cache more efficient for message matching results in excellent
speedups as evidenced in Figure 5.17. The hot caching and AVX combined technique shows
a 2X to 5X improvement of the baseline (5X improvement occurs at 512 byte messages).
With list lengths of 4K, the speedup at 512 byte message sizes is approximately 40X over
the baseline. In order to fully push the Phi with respect to small message rate, we used a
single Phi using shared memory, providing the hardest case for our optimizations to prove

(high message rate for small messages at small queue lengths).
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Figure 5.14: Bandwidth Performance on the Broadwell Architecture - Queue Depth 1024

The results for bandwidth with various queue lengths are shown in Figure 5.18 for 1 byte
messages and 5.19 for 4KiB messages. Overall we see that for list lengths of several hundred
elements that are common for sweep3D and AMR type codes (128 elements to 512 elements)
the proposed techniques significantly outperform the baseline. These benefits continue for
larger list sizes such as those experienced with more message matching intensive applications.
However, for very small messages with short lists, the baseline can outperform our methods.
It is worth noting that for halo exchange codes in 3D with 27 elements, the baseline and our

hot caching and AVX solution are essentially equivalent.

Figures 5.20-5.22 shows the results of these experiments run with the Open MPI versions
of our code. These were run on KNL processors over the Aries network on a Cray XC30.

Unlike the experiments in shared memory, these results show the effect of network limits on
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Figure 5.15: Bandwidth Performance on the Broadwell Architecture - 1 Byte Messages

small message sizes, as the bandwidth is clearly limited for short queue lengths.

From these results, we can conclude that these optimizations have great promise with Phi
architectures for most codes, providing performance benefits for both intra- and inter- node
communication. We expect these optimizations to be useful when large scale KNL systems
become commonly available and scientific applications are adapted and optimized for the

architecture.

5.4.5 Application Study

Application performance is an important metric for MPI improvements. Application per-

be challenging as weak-scaling applications can have limited
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Figure 5.16: Bandwidth Performance on the Broadwell Architecture - 4 KiB Messages

MPI communication times, and strong-scaling applications require sufficient scale before
communication becomes the dominant runtime component. This work examines AMG2013,
MiniFE, and MiniMD, both common proxy apps for codes of interest at large capability
class installations. Prior to examining these results one should note that the capabilities our
improvements enable are ones that have not been traditionally supported by MPI implemen-
tations and therefore many applications are built to avoid long matching lists, even though
this can make code more complicated. We do present one additional application, FDS, that

due to its design will be greatly impacted by our proposed changes.

The application study focuses on one platform, our Broadwell system. This system offers

2%support, which lets us test all of our proposed techniques.
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Figure 5.17: MVAPICH Bandwidth Performance on the Xeon Phi Architecture in Shared
Memory - Queue Depth 1024

AMG2013

AMG2013 is an adaptive multi-grid solver that is designed for unstructured grids. AMG
is a weak-scaling code that has relatively trivial load balancing in that the grid is evenly

split between all processes and increasing scale corresponds with proportionally larger prob-

AMG2013 MiniMD FDS
Traditional 0.05925 — 2.13692 0.00021 — 0.00020 2.61983 — 724.11930
List of Arrays  0.04117 — 3.14410 0.00027 — 0.00022 2.75083 — 984.89975
Intrinsic Vectors 0.03554 — 2.09832 0.00041 — 0.00027 3.71760 — 363.37943

Table 5.1: Maximum Time, in Seconds, Spent Searching The Matching Queues on Knight’s
Landing Averaged Across Three Runs (Posted Receives — Unexpected Messages)
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Figure 5.18: MVAPICH Bandwidth Performance on the Xeon Phi Architecture in Shared
Memory - 1 Byte Messages

lems/grids. AMG is very memory intensive and requires occasional large message bandwidth.
While AMG can be forced to send many small messages if configured in an unrealistic man-
ner, we have used the configuration recommended by the US DOE when AMG has been
used for acceptance testing on new systems. Therefore, AMG is more bandwidth sensitive

than message rate sensitive.

The results in Figure 5.23 shows scaling results from using the recommended large problem.
These runs are not of large enough scale to show any clear trends for the improvements, but
show runtime improvements for LLA at 2.9% and intrinsics of 0.7% at 1024 processes. This
is unsurprising as the results in Section 5.4.3 indicate that queue sizes need to be close to 512

important to note, however, that these approaches don’t nega-
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Figure 5.19: MVAPICH Bandwidth Performance on the Xeon Phi Architecture in Shared
Memory - 4 KiB Messages

tively impact modern application performance, and improvements of single percentage points
in runtimes for applications due to MPI improvements are within the expected performance

enhancement range.

On a 64 node KNL system, we observed 2.1% of runtime spent in the matching engine. This
test used the same problem as the our experiments on Broadwell, the Open MPI baseline
implementation and was run with 64 processes per node for a total of 4196 processes. The
total runtime was significantly increased from the Broadwell tests, taking 58.942 seconds.
We were able to observe an 8.3% matching improvement for the small recommended problem

at these scales on the KNL system. Table 5.1 shows the time spent matching for the various
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Figure 5.20: Open MPI Bandwidth Performance on the Xeon Phi Architecture With an
Aries Network - Queue Depth 1024

MiniFE and MiniMD

To explore any potential effects these optimizations might have on optimized large scale
codes, we examined two mini-applications in the Mantevo suite [52]. MiniFE is a unstruc-
tured implicit finite elements simulation mini-application that’s primary primary compu-
tation is a conjugate gradient solver. MiniMD is a molecular dynamics simulation mini-
application that is designed as a smaller version of the LAMMPS simulator, concentrating on
solving a Lennard Jones liquid simulation. Both mini-applications use the bulk-synchronous

halo-exchange communication pattern.

The results in Figure 5.24 show MiniFE on a Broadwell system at a fixed size of 512 processes

andrarproblemsizerof 13203 for various posted receive queue lengths. The results here are
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Figure 5.21: Open MPI Bandwidth Performance on the Xeon Phi Architecture With an
Aries Network - 1 Byte Messages

similar to the AMG2013 results, in that there is a small but not insignificant improvement
from our techniques. Using LLA at 2048 queue sizes results in a 2.3% improvement to
runtime while intrinsics show a 1.3% improvement in runtime. Table 5.1 show the MiniMD

match list times for the Open MPI implementation on a KNL Cray XC30 system.

Both of these experiments don’t show much effect from the improvements. This is due to the
communication pattern requiring a limited number and frequency of messages. For example,

nt a maximum of 0.3% of their time in the matching engine.
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Figure 5.22: Open MPI Bandwidth Performance on the Xeon Phi Architecture With an
Aries Network - 4 KiB Messages

5.4.6 Full Application Study

Typical MPI message matching lists have been shown to be in the hundreds of matching
list elements for many application communication patterns, however some applications can
build list sizes to much larger lengths. In addition, the manner in which these potentially
large lists are searched can lead to further performance bottlenecks in MPI. One application
that exhibits these behaviors is the Fire Dynamics Simulator (FDS) [79], a benchmark in
the SPEC MPI benchmarking suite.

Figure 5.25 shows results from three different tests: linked list of arrays and AVX vectors
on Broadwell, hot caching, linked list of arrays, and a combination of the two along with

scale on a Nehalem cluster. Each result is presented as a factor
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Figure 5.23: AMG2013 Scaling Results for Broadwell

improvement compared to its baseline. For Broadwell, we ran from 128 to 1024 processes,
and see a marked performance increase at 1024 with 1.21x for linked list of arrays and 1.16x
for vectors. To examine this at larger scale, we ran on a Nehalem cluster. Because we were
able to tune hot caching for Nehalem, results for this cluster show hot caching, linked list of
arrays, and hot caching with a linked list of arrays. For the two techniques using the linked
list of arrays approach we see a further divergence as we scale up resulting in a 2x speed-up at
4k processes. While we see a slow down from the general hot caching approach, hot caching
in combination with the linked list of arrays shows a significant speed up at smaller scale.
This is due to lock contention as we must remove elements from the hot caching list before
MPI can deallocate them. Hot Caching shows a significant improvement at smaller scales.

of arrays with hot caching performs 14.5% better than the base
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Figure 5.24: MiniFE Results at 512 processes with varying match list lengths for Broadwell

line and has a 10.4% improvement over the linked list of arrays alone. To further optimize
at scale, we examined an early linked list of large arrays approach using MVAPICH2 2.0.
We can observe that the large arrays results speed up FDS at 8192 MPI processes, where

we observe a 3x speed up.

Figure 5.26 shows FDS performance using the Open MPI implementation on a Cray XC30
system. In this case, the linked list of arrays approach does worse than the baseline. This
is not entirely unexpected, as the microbenchmarks showed a trade off for this approach
that slightly reduced short queue length performance when communicating within a node
and this application was run with 64 processes per node. The vector approach improves

performance over the baseline due to its improved performance on long lists and smaller
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Figure 5.25: Fire Dynamics Simulator Scaling Results For Three Experiments on Xeon

FDS is a widely used code in its subdomain in addition to being part of the SPEC-MPI
benchmark suite. It is representative of code behaviors that are expected in future applica-
tions. It builds up large match lists and does not typically match the first element in the
list. This type of behavior is more representative of what would be expected when using
many unsynchronized threads for compute and communication. The lists will grow as thread
counts in future systems increase and each thread will interact with the communication sub-
system. The lack of synchronization of the threads for communication will also produce
more random-like distributions of match entries in the match list, producing behavior more
similar to the match list distributions of FDS today. Therefore, we find that these techniques
can be very effective for expected future code behaviors, which is encouraging as there is

enough time to influence architectures to adopt efficient vector techniques for matching in a
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Figure 5.26: Fire Dynamics Simulator Scaling Results For Xeon Phi

time frame that is applicable to this class of codes.

5.4.7 Discussion

This work is targeted at enabling behaviors that are expected to be widely adopted in future
applications. The results for applications show that both the LLA and vector approaches
are essential options based on the architecture on which code is running. Hot caching
shows benefits in combination with other approaches, which is to be expected as it increases

efficiency of the approaches by increasing critical data locality.

The results from our methods illustrate why certain methods are effective on different ar-

ve multiple complimentary methods. Firstly, the LLA method
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is effective with traditional large cores due to the deep out-of-order instruction piplelining
and sophisticated prefetching with large caches. The Phi has significantly shallower out-of-
orderness (two instructions) and smaller cache (2MB L12). However, the Phi has a wider
vector unit than Broadwell, which allows it to take better advantage of vector comparison
operations. This architectural feature comparison is clearly illustrated in the microbench-
mark and application results for the different platforms. The LLA method is superior for
Broadwell architectures, and with a high frequency (almost double that of Phi for vector
operations) vector operations also work well. For the Phi, the vector operation method is the
most effective, as the LLA method cannot be fully taken advantage of by the Phi’s smaller

cache and less sophisticated pre-fetcher.

We have demonstrated that these methods are useful for all major open source MPI imple-
mentations, from which all common commercial MPI libraries derive. By applying multiple
different approaches to MPI implementations that can be implemented and decided between
at run-time, we have demonstrated that we can effectively use current generation architec-

tural features to accelerate MPI communications.

Our work also demonstrates how relatively small architectural improvements could signifi-
cantly speed up MPI communication. Firstly, we propose adding a very wide vector unit
(ARM SVE allows for up to 4kb vectors) that has a very limited set of capabilities, integer
compare and bit masking are sufficient to enable communication acceleration. For conve-
nience from a programming standpoint, it is also useful to add a rotate function (on a per
register basis). In addition to this, we propose allowing access to caches on deactivated or
faulty cores that are on die but not currently usable for yield purposes. These cores can
be useful even if they can only perform load and store operations (leaving many functions

un-needed, which provides for high yield by allowing for manufacturing defects).

We proposed new methods of exploiting architectural features by designing middleware with
conscious effort paid to how to exploit new generations of architectural features. In addi-

tion to this; e propose new larchitectural features that could be developed based on these
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experimental results. These proposals leave a large exploration space open for future work,
in exploring required capabilities further as well as sizing new vector units. We also propose
using existing on-die resources that would otherwise be inactive in cases where such capabil-
ities could be used. This creates further opportunities for device manufacturers to provide

added value within given hardware binning ranges.

5.5 Conclusions and Future Work

In this chapter we have designed, implemented and evaluated three different methods to
improve the performance of MPI message matching. The three methods show that when
combined they can provide performance benefits in terms of bandwidth and latency over all
list lengths and message sizes. The methods are complimentary and flexible enough to be
adapted to several different use cases, while maintaining critical zero-length queue search
times.. We have shown the impact of all three techniques on applications at different scales
and have explored a full real-world application case in which it is possible to achieve over 3X
speedup. We have shown that speedups in matching performance can increase bandwidth
for cases of large list lengths by up to 40X for the Phi and can typically produce 2X-5X

speedups on other architectures for common message sizes.
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Chapter 6

Optimizations For Future Matching

Engine Architectures

6.1 Introduction

As described in Chapter 1, new processor hardware features and programing paradigms
are emerging in HPC architectures. Chapter 5 presented an architecture that can improve
matching for current MPI applications by leveraging cutting-edge processor features. This
Chapter presents exploratory work that further improves MPI matching to address the chal-
lenges of future multi-threaded applications and leverage upcoming hardware features. This
work addresses the research challenge of optimizing the performance of communication li-

braries for future architectures.
The contributions of this chapter are the following:
e Tail Queues, a novel parallel matching approach;

e Fuzzy Matching, an optimistic matching technique that leverages new SIMD vector

operations torincrease matching parallelism; and,
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UMQ
PRQ
UMQT
PRQT
ML
PRQL
UMQL
TL

Unexpected Message Queue
Posted Receive Queue
Unexpected Message Queue Tail
Posted Receive Queue Tail
Matching Lock

Posted Receive Queue Lock
Unexpected Message Queue Lock
Tail Lock

Table 6.1: Algorithm Terminology

e A performance evaluation of these two approaches.

This chapter is structured as follows: Section 6.2 presents the Tail Queues architecture.

Section 6.3 presents the fuzzy matching architecture. Finally, Section 6.4 presents results of

proof-of-concept implementations that examine the viability of these techniques.

6.2 Tail Queues

As metioned in Chapter 2, many-core architectures have increased the demand for a per-

formant M PI THREAD _MULTIPLE implementation. Tail Queues is our proposed ap-

proach to reduce the critical section in matching, allowing for more performance in hybrid

applications that utilize fine grained messaging patterns. It reduces the matching critical sec-

tion by creating inboxes that isolate the potential race conditions of this data structure. This

allows the lists to be parallelized independently. Most current hybrid applications avoid using
MPI THREAD_MULTIPLFE by limiting multi-threading to computations phases in Bulk
Synchronous Parallel (BSP) applications. This is done as MPI THREAD MULTIPLE

has been un=performant when compared to single threaded implementations.

113

www.manaraa.com



Chapter 6. Optimizations For Future Matching Engine Architectures

Unexpected Posted RCV

Unexpected Posted RCV
Tail Queue Tail Queue

Figure 6.1: Tail Queues Locking

6.2.1 The Tail Queues Architecture

The data structures that the MPI matching engine uses have a number of challenges that
make matching difficult to parallelize. The wild card and ordering constraints in addition to a
race condition caused by the list dependencies make it difficult to utilize any list parallelism
techniques. Tail Queues aims to provide more parallelism by isolating the shared critical
section to the smallest portion of the race condition. The lists can then be parallelized in
any manner that respects wild cards and ordering. Table 6.1 presents terminology that will

be used throughout the rest of this section.

Figure 6.1 is a visual representation the concept behind Tail Queues. This technique is
achieved by creating inbox queues that semantically represent the end of each respective
list. These inboxes segment the list in a way that allows us to append new entries without

locking the other list.
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The baseline we are using is MPICH CH3’s matching engine, this engine is often found in
many derivatives of that codebase, such as MVAPICH, Cray MPI, and Intel MPI. Because
it uses one big list, it has three matching parameters: a user given tag, an expected source,
and the communicator’s context_id. With fine grained locks, the matching lock (ML) is
locked upon entry and released on exit. The function then searches the unexpected message
queue (UMQ), removes the first match and returns it or if no match is found in the UMQ), it
appends a new entry to the posted receive queue (PRQ). For incoming messages, the process

is similar, but the queues are switched.

Algorithm 2 shows the same function implemented for Tail Queues. It now acquires the
unexpected message queue lock (UMQL) upon entry and unlocks it upon exit. It searches
the UMQ as usual, however, if a match is not found, it acquires the tail lock (TL) and
continues the search through the unexpected message queue tail (UMQT). It removes all
elements in said inbox and appends them to the UMQ itself. If it still has not found a match
it then appends a new entry to the posted receive queue tail (PRQT). If the TL is locked,

upon exit the processes unlocks it.

This algorithm has a number of advantages. The basic implementation allows two threads
to search the PRQ and UMQ simultaneously, and exposes the potential for further paral-
lelization of the PRQ and UMQ. For some of the results in this section, we implemented
a simple list parallelization in the form of binning. In this case, our approach creates a
bin around the first 50 elements which allows for two threads to be working on the same
list simultaneously. It also has the advantage of being compatible with the current state-
of-the-art matching implementations. Because the PRQ and UMQ are fundamentally two
structures, the technique of isolating the critical section using inboxes can be used with many
different implementations including Open MPT’s array of linked lists and proposed hashing
approaches [69, 40].
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6.3 Fuzzy Matching

Fuzzy Matching is an optimistic matching engine approach that leverages small integers to
increase the level of SIMD parallelism available to the vector matching technique presented in
Chapter 5. Section 6.3.1 presents the details of the Fuzzy Matching approach. Section 6.3.2
describes the new small integer vector instructions that this approach leverages. Section 6.3.3
presents an analysis of applications’ use of tag and ranks space to examine whether current
applications could benefit from this approach. A more complete performance evaluation is

presented in Section 6.4.

6.3.1 Approach

Fuzzy Matching leverages small integer vector instructions to further parallelize the vector
matching engine. Small integer vector instructions divide the bits of a vector into more
elements that have fewer bits. These instructions are discussed in depth in Section 6.3.2. To
utilize these instructions in matching, an implementation must compress tags and ranks for
matching to fit in the new integer sizes. This compression could cause a loss of meaningful
data. To address this, an initial match has to be verified through a full match process. This
optimistic matching technique creates a trade-off between using small integers for a faster
initial match and the increased work resulting from false positives in the initial matching

process.

Fuzzy Matching creates a new matching identifier for filtering a search. This fast match
identifier combines the tag and rank data of a request into a small representation. While there
are number of possible compression and combination techniques, our initial implementation
uses windows of the lowest-order bits for tag and rank and combines them at an offset into
a single integer. The lower order bit-window was chosen as it relates to a high-pass filter,
preserving local identification for ranks and will preserve more variation within identifiers

decreasing the probability of false positives.
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The process of searching in Fuzzy Matching can be broken down into two phases. The first
phase utilizes the vector unit to perform a fast parallel filter to identify potential matches
based on a subset of the tag bits and rank bits. The second phase evaluates the potential
matches individually to check for false positives. If no match is found, the implementation

repeats phases on the next set of fast match identifiers.

When this technique is leveraged in environments with few false positives, an implementa-
tion can quickly search for matches. The false positive rate for a particular application is
determined by its communication pattern and the utilized filter function. While a number
of filter functions are possible, our initial implementation uses windows of the lowest-order

bits for tag and rank and combines them into a single integer.

6.3.2 New Vector Instructions

Advanced Vector Instructions

Intel’s Advanced Vector Instructions (AVX) are an extension of the X86 architecture. These
were first supported on the Sandy Bridge architectures. These were developed to support
single instruction multiple data (SIMD) parallelism. The Intel Xeon Phi architecture intro-
duced AVX-512; a 512-bit version of AVX instructions. The Knight’s Landing models were
the first to support this feature, and featured the following modules: AVX-512 Foundation,
Conflict Detection, Exponential Reciprocal, and Pre Fetch. This initial version had support
for 32 bit integers with compare, bit-mask, and load instructions which allowed us to build

a vector matching framework.

The AVX-512 included with processors such as Sky Lake include enhanced integer support
in the Bytes Words module. This module supports smaller integer sizes, allowing for more
entries. This allows for increased levels of parallelism in vector operations allowing for a

vector operation to operate on 16 32-bit integers, 32 16-bit integers, and 64 8-bit integers.
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Scaleable Vector Extensions

ARM’s Scaleable Vector Extensions is a vector processing extension to the AArch64 archi-
tecture. While this architecture is early in its lifecycle, it proposes the ability to incorporate
up to 2048-bit vectors. This would allow for 64 32-bit integers to be simultaneously evalu-
ated. As with the AVX-512 Bytes Words module, SVE allows for different subdivisions of
the vectors from 8-bit to 128-bit.

6.3.3 Application Tag and Rank Characteristics

One of the challenges of this approach is to explore the trade-off between the improved fast
matching performance and the cost of verification and false positive fast match results. To
gain a better understanding of this trade off space, Whit Schonbein, collected tag and rank
data from a representative sample of proxy applications and full applications [94]. This
data-set helps identify the how the application behavior scales, using three scales for each
application, 256, 512, and 1024 MPI processes. This data set contains information on on the
bits amount of bits used by each processes in an application. Three values are particularly

important to our evaluation:

e Maximum theoretical minimum (MTM) is the smallest window of bits, starting at the

least significant bit, needed to ensure an exact match;

e An overlap rate for each combination of application and bit-window size, without

remapping.

This data is available for both tag and rank for each application profiled. MTM represents
the bits required for a naive fuzzy matching implementation with no false positives. MPDW
represents the theoretical potential for fuzzy matching given an ideal re-mapping strategy.
The overlap rate takes into account the tags and ranks used for communication on a single

process over the entire run:"This is an approximation of a potential false positive rate as it
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ignores any temporal correlation of messages.

To analyze this data, | examined the data set with the features mentioned above for patterns
in the use of tags and ranks. Tags have more potential for limiting the number of bits as
the number of ranks will scale with the size of a job. I looked for a couple different patterns
in tag usage. For example, scaleable tag usage, scaling tag usage, and sparse tag usage are
patterns that impact the viability of fuzzy matching for different applications. Rank usage
was similarly examined; however, ranks were mostly interesting when looking at non-exact
matching as the bit over lap in ranks used in common communication patterns often scale

with the job size.

Tag and Rank usage Both tag usage and rank usage for these apps have a few key
take-aways. In general, many of these codes can benefit from fuzzy matching while still
maintaining a perfect match. This is especially true for tag-space. For example, highly
tuned codes, such as HPCG and MiniMD both use only a single tag. Most codes use a
reasonable number of bits for their tags, but can be fully determined by a smaller number
of bits. For example, AMG 2013 uses 11 bit tags, but has only requires a window of 5 bits
for perfect matching. Finally, there were a couple of codes, kripke, neckbone, and FDS,
that used a larger number of tag-bits, particularly in a way that grew with the number of
processes. This last case, unlike the former two may not be ideal for fuzzy matching a the

trade-offs and tuning will change at different scales.

Maximum theoretical minimum MTM is the number of bits needed for a perfect match
given an ideal fast match representation. For tag space, this shows the potential to re-
map some of the less scaleable behaviors, such as kripke and neckbone, into a smaller and
more efficient space that can better leverage fuzzy matching. For rank-space this shows
the potential to significantly reduce the number of bits needed to perfectly match a rank.
For example, hpcg, kripke, minighost, minimd, and nekbone see a significant reduction in

number of bits'needed toensure a perfect match in rank space. This is due to their sparse
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communication patterns; a 3 dimensional halo exchange like MiniMD communicates in six
points which given an ideal fast mach representation would only require 3 bits, but because
of the structure of the problem decomposition, does not map as well into a least significant

bit window. The challenge this presents is to find better fast match representation.

False positive trade-offs As with most optimistic approaches, the goal of fuzzy matching
is not to guarantee perfect matching, but to provide a fast approximation that can be
performant with an acceptable number of false positives. Given this, it is interesting to note
that the false positive rate for certain applications declines rapidly as we increase the size of
the matching window. For example, if we limit the rank-space to 5% false positive rate, all
four cases of AMG2013 can be represented by 5 bits. This is highly application dependent
as multi-dimensional halo exchanges, such as MiniMD are characterized by periodic large
drops in false positive rate as the window size increases, reducing the benefit of tolerating

false positives.

6.4 Experimental Results

In this section, I present the preliminary results for the two approaches described in this
chapter. Both approaches are designed for future environments and the results in presented
in this chapter are limited proof-of-concept designs tested in today’s HPC environment.
Section 6.4.1 presents the results of the initial Tail Queues evaluation. Section 6.4.2 shows

the results of a KNL-based fuzzy matching implementation.

6.4.1 Tail Queues Results

This section presents an experimental study of two implementations of Tail Queues. This

section will present the details of the experimental setup, the results of the experiments, and
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the implications of the results.

Experimental Methodology

To measure the potential impact of the Tail Queues algorithm, we created two implemen-

tations of the algorithm. First, we built a simple prototype of the algorithm external to

MPI.

Prototype To examine the performance characteristics in detail, we built a self contained
prototype implementation. This prototype implements Tail Queues and baseline of a tradi-
tional matching engine protected by a single lock. To ensure that the prototype would fully
exercise the data structures, we used MCS scalable locks [80] to help avoid things that could
falsely impact the results, like thread starvation. These two implementations use the same
linked list and lock implementations to make a fair comparison. This prototype allows us to
study how the match list can perform with varying amounts of parallelism without the need
to manage coarse grained locks in sections of existing MPI libraries. In addition, this pro-
vides a high search rate that pushes the locking mechanisms with high intensity, potentially

highlighting any concurrency issues that could arise from the Tail Queues method.

We built a benchmark to compare the two implementations. The benchmark starts by post-
ing a given number of posted receive entries and unexpected message entries, to evaluate the
algorithms at different queue lengths. The driver then starts a given number of threads. Each
thread alternates simulating posting of a receive and the arrival of corresponding incoming
message. This experimental setup allowed us to explore the performance characteristics of

each implementation by isolating the matching rate.

The platform for these tests was a small scale testbed cluster at Sandia National Laboratories.
It is a Dual Socket Intel Xeon Sandy Bridge, 2.6 GHz 8-core cluster with two Xeon Phi

Knight’s Corner accelerator cards in each node. The Xeon tests were run on the node and
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the Xeon Phi tests were run in a shell on the accelerator. The data associated with these
test are the mean and standard deviation of 10 runs. Unless stated otherwise the Queue

Length independent variable represents the size of both queues.

MPICH To further evaluate this technique we implemented Tail Queues in MPICH 3.1.4.
This was done using the internal linked list data structures and locking mechanism to be
consistent with the MPICH baseline. Additionally, these tests show the results of indepen-
dent linked list parallelization in the form of binning. To test this we modified the Sandia
Microbenchmarks (SMBs) [32] to use multithreading and have different queue lengths. The
SMBs aim to capture real world message rate. They accomplish this in a number of ways
including making parallel transfers, clearing cache between iterations, and testing different
communication patterns. These tests represent the message rate of the single direction test
for 8 processes. The SMBs’ single direction is similar to a multi-bandwidth test, where half of
the processes are designated as senders and send multiple successive messages to an assigned

receiving peer.

The tests shown in this section were run using the shared memory netmod. This allowed us
to ensure that we captured the performance characteristics of each approach by removing
the older InfiniBand network as a bottleneck. Additionally, the shared memory netmod
currently supports fine grained locks. This provides the hardest experimental conditions for
the Tail Queues locks, as they are exercised to the highest possible level of intensity on our
test system. The MPICH tests were run a single node with an 17 quad core processor. This
limits the amount of parallelism available below the number of threads required by the SMBs
(8 processors with 2 threads each) and thus these results should be a worst case for these
techniques. These results are presented mainly as proof that the techniques are feasible and
reasonable to implement in a MPI implementation that supports fine grained locking. The

results presented represent the mean of 10 runs.
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Tail Queues with 2 threads on a Xeon
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Figure 6.2: Tail Queues Prototype Using 2 Threads on a Xeon Sandy Bridge

Results

Figure 6.2 presents the results of running the shared memory test on a Sandy Bridge pro-
cessor. The throughput shows a significant difference even at a small queue length. At a
queue length of size 1, we see a 20% improvement. This is unexpected as the algorithm adds
additional instructions to the code path and cannot do much work in parallel. However, Tail
Queues results in reduced lock contention, as the contention has been spread out over many
locks,which is a factor in improving performance. The difference peaks at 32 entries, where
it gets close to a 95% improvement. This is where the threads are spending the majority of
the benchmark working in parallel. Because both queues have 32 elements in them at this
point, both sides of the data structure present an equal amount of work, allowing for near

maximum parallel work.

Figures 6.3, 6.4, and 6.5 show the results of Tail Queues with different thread levels on the

Xeon Phi'Knight’s Corner architecture. There are a several interesting trends here. First,
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Tail Queues with 2 threads on a Xeon Phi
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Figure 6.3: Tail Queues Prototype Using 2 Threads on a KNC

while the general trend lines are similar to the Xeon numbers, there are a couple of major
differences: the maximum throughput is significantly lower, which is unsurprising as the cores
are slower and less complex, and the maximum difference point has moved to be closer to
128 entries, where it appears to exceed 100% improvement, in some instances reaching close
to 150% improvement. This further indicates that, in addition to increasing parallelism, we
see an effect from reducing lock contention, like we observed for the Xeon processor results.
Second is the general trend as thread counts increase. As this implementation only allows 2
threads to operate simultaneously, the lack of performance improvement as the number of
threads increase is unsurprising. However, the decrease in throughput from 2 to 4 threads
is surprising. This may be due to limited cache sharing on the Phis increasing the cost of
obtaining the lock. As we increase from 4 to 8 threads, we observe the throughput growing

to roughly the equivalent throughput of 2 threads.

Figure 6.6 shows the results of an experiment where the queue lengths only increase in
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Tail Queues with 4 threads on a Xeon Phi
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Figure 6.4: Tail Queues Prototype Using 4 Threads on a KNC

the PRQ. This is done to show that even with an imbalanced workload, Tail Queues can
significantly increase performance. While the improvement is smaller than the other Xeon
Phi experiments, the improvement is significant. While there is less work that can be done
in parallel with two threads in this case, there is still an impact of the extra parallelism and

reduced lock contention.

Figure 6.7 shows the preliminary results in an MPI implementation. These show roughly a
7.3% improvement to MPI message rate for Tail Queues plus binning over the baseline. At
these queue lengths, MPI matching is significant enough of a bottle neck that we can see
improvement on oversubscribed hardware. These techniques would likely show improvement
with more threads as this experiment only uses 2 threads when the binning implementation

blism.
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Tail Queues with 8 threads on a Xeon Phi
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Figure 6.5: Tail Queues Prototype Using 8 Threads on a KNC

Discussion

These results show that Tail Queues can improve M PI THREAD MULTIPLE perfor-
mance by reducing the matching critical section and allowing for independent parallelization
of the PRQ and UMQ. While matching is currently a small part of applications, as fine
grained messaging and multi-threading lead to a large increase in requirement for message
rate per MPI process, Tail Queues can help alleviate performance problems associated with

the MPI Matching critical section.

There are also a number of challenges for these techniques to be effective. First, this technique
requires a fine-grained locking MPI implementation is required to be effective. Secondly, an
implementation’s performance depends on an efficient locking mechanism like MCS locks.
Finally, a tuned linked list parallelization structure will allow for more performance as lists
get long, which is non-trivial as the performance may depend on application behaviors such

as average and distribution'of matching search depth.
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Tail Queues with 2 threads on a Xeon Phi Only PRQ
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Figure 6.6: Tail Queues Prototype Using 2 Threads on a KNC - No UMQ) Entries

Implications for Applications

The goal of Tail Queues is to enable applications to leverage M PI THREAD MULTIPLE.

It is difficult to evaluate impact on applications due to the lack of applications that utilize

Figure 6.7: Tail Queues MPICH Implementation
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MPITHREAD _MULTIPLE. While MPI THREAD_MULTIPLE is desirable to sup-
port fine grained and parallel communication models, the lack of a performant implementa-

tion has prevented application developers from utilizing these code paths.

Current codes and show a wide range of queue lengths and search depths. The evaluation
of Tail Queues is limited to list lengths of 1024 elements or less to represent the behavior
of today’s applications. However, future multithreaded codes that use MPI parallel access
through endpoints [98] or M PI_ THREAD_MULTIPLE, queue lengths and search depths
are expected to increase in relation to the number of threads. To utilize all of the hardware
threads on a Knight’s Landing processor, one must utilize over 256 threads. Even if these
threads are isolated into a processes per quadrant this could increase list lengths and search
depths by 64x. This will make the matching engine even more of a bottleneck and will

require leveraging the parallelism enabled by Tail Queues to remain performant.

6.4.2 Fuzzy Matching Results

Memory Savings in Open MPI

Open MPI’s matching engine creates a 'proc’ object for every other processor in the commu-
nicator. This object requires roughly 244 bytes. The per-peer matching structure contained
within consists of two opal list objects, an posted receive queue and an unexpected message

queue. An empty opal list structure requires 64 bytes of memory, 128 for both.

This becomes problematic with many-core systems, where we have many weaker cores. In
many cases we have more processes and more processes per node. This requires more MPI
contexts per node, and for each MPI context to maintain state on more peers. This can
cause a large increase in the memory requirements per node to maintain MPI state. Some
hybrid applications can minimize this, however many applications, including legacy appli-

cations; perform best inan MPI everywhere model. We also are observing tighter memory
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constraints as application developers are trying to fit their application entirely in high band-

width memory to maximize performance.

The memory overhead for Open MPI is 128 x number_of _processes * processes_per_node
bytes per full communicator per node. Given this we can calculate the memory overhead for
different scenarios for just having the default communicator. Table 6.2 shows the memory
overhead for Open MPI given four different scenarios; half scale and full scale MPI everywhere
applications as they would appear on Trinity, and two forward looking scenarios with a
doubling or quadrupling of the number of cores per node. Those last scenario could also be
mapped to a scenario with mpi-endpoints, where each endpoint has its own matching engine
and the application is running with an endpoint per hyper thread. As we can see in the table,
the memory requirements of an MPT everywhere application grow as O(processes_per_node?*)

if the number of nodes is constant.

Knight’s Landing - Small Scale Performance

To evaluate Fuzzy Matching at small scale, we used the same bandwidth microbenchmark
as used in Chapter 5. As mentioned there, this bandwidth microbenchmark is based on the
OSU microbenchmarks, with modifications to ensure preposting, clear the cache between
iterations, and test different queue lengths. It is important to note that this is the worst
case for the baseline, Open MPI, as all of the matching elements come from a single peer.
This results in Open MPI’s array of linked lists approach being the equivalent of a single
linked list.

All of the micro-benchmark graphs show the average of 10 runs with error bars for standard
deviation. These tests were run on a Cray XC 40 using KNL processors using a modified

Open MPI. Each contain four different Open MPI optimization levels:
e Baseline, the default Open MPI implementation;

o Tradiitional; an"MPICH style list implemented in Open MPI;
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e Vectors, a vector matching algorithm as presented in Chapter 5 ; and,

e Fuzzy, a fuzzy matching implementation for the KNLs that uses 8 bits of tags and 24
bits of rank.
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Figure 6.8: Bandwidth Performance With an Empty Matching Engine

The data collected in these tests are presented in four graphs. Figure 6.8 shows the bandwidth
of the different approaches with an empty matching engine. Figure 6.9 shows the bandwidth
of the different approaches when dealing with 1024 queue search depths. Figure 6.10 shows
the bandwidth of small, 1 byte, messages for varying queue lengths. Figure 6.11 shows
the bandwidth of medium, 4 kibibyte, messages for varying queue lengths. As expected,
when the list is empty these approaches show no difference operating on an empty list,
as the network is still a significant bottleneck. As the search depth grows, we observe a

larger difference between the implementations. The Open MPI baseline is the worst due
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Figure 6.9: Bandwidth Performance at Queue Depth 1024

to overheads in dealing with the array of linked lists data structure and limited benefit

from this structure under these conditions. Traditional performs a bit better by avoiding

that overhead. Vectors performs significantly better which replicates results in Chapter 5.

Finally, fuzzy matching consistently performs slightly better than vectors. This is due to

the reduced number of AVX instructions by combining both the Tag mask and comparison

and Rank mask and comparison while maintaining the same 16-element SIMD parallelism

as the vectors approach.

Knight’s Landing - Scaling Performance

To test our approach at scale, we leveraged the KNL partition of Trinity, a top 10 super-

o test up to 139,264 cores for four different applications. To

131 WWw.manaraa.com



Chapter 6. Optimizations For Future Matching Engine Architectures

04
0.35 | HH%'E'H’ﬁ
g 0.25 |
S o)
é 0.15 |
S
0.1 1
0.05 | .\\ \{
; RN

7 R T 0 Gy 6, Ty 2% S, 2y % O
S R G XIS g QQY 07& 000 {%)
Receve Queue Length

Baseline —e— Vectors —a&—
Traditional —®— Fuzzy —w—

Figure 6.10: Bandwidth Performance at 1 byte Messages

test our performance impact at scale, we used four highly scalable codes from the exascale
project’s designated Mini Applications [1]. When available, we used the the best measured
threading levels for each application [88]. The exception to this is Kripke; because this data

wasn’t available at the time we defaulted to a general default of 64 processes per node.

Each graph in this section presents a comparison between fuzzy matching and Open MPI’s
array of linked lists style matching engine and calculated memory savings. We ran each ap-
plication 3 times per scale, displaying mean and standard deviation for all of the data points.
All of the memory savings data is calculated based on Open MPI overhead generated in the
same way as Section 6.4.2 and a Fuzzy matching overhead that is based on an assumption

that maximum of concurrent match list entries for these applications is 8196 entries.

for MiniMD. MiniMD is a proxy application for the Lennard-
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Figure 6.11: Bandwidth Performance at 4 KiB Messages

Jones molecular dynamics solver. This was run as an MPI everywhere application with a
process per core (68 processes per node). Given the threading level it is unsurprising that
the memory savings is up to 1.1 GiB at 2048 nodes. The performance does not show a

significant difference, though standard deviation is high.

Figure 6.13 show the results for MiniFE. MiniFE is a proxy application for an unstructured
finite element solver. The threading level for these runs was a hybrid MPI+OpenMP, with
a single MPI process per node using a thread per hardware thread context (272 threads per
node). Given the threading level for MiniFE it is unsurprising that the memory savings are

minimal as there are only 4096 MPI ranks at the largest scale. Like MiniMD, the performance

difference in negligible.

for LULESH. LULESH is a proxy application for Lagrangian
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MiniMD with Open MPI with 68 Processes Per Node
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Figure 6.12: MiniMD at Scale

explicit shock hydrodynamics codes. The threading level for these runs was a hybrid
MPI4+OpenMP, with 8 MPI processes per node using 8 threads per process. As only a
limited number of MPI Processes share each node, the threading level for LULESH limits
the amount of memory saving to 0.01 GiB. Like MiniMD and MiniFE, the performance
difference in negligible with one anomaly at 1024 nodes. This anomaly is likely due to the

unstable nature of Trinity during the open science period in which these tests were run.

Figure 6.15 shows the results for Kripke. Kripke is a proxy application for 3D Sn determin-
istic particle transport, specifically the ARDRA application. The threading level for these
runs was MPI everywhere with highest power of 2 MPI processes per node available (64
processes per node). Since the threading level is similar to MiniMD, it is unsurprising that

the memory savings approaches 1GiB on 2048 nodes. Unlike the other miniapps, the per-
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Figure 6.13: MiniFE at Scale

formance difference was larger, with Fuzzy Matching reducing the runtime by up to 6.12%
for some scales. While 5 out of the 6 scales tested showed speedup with Fuzzy Matching the

high standard deviation makes it difficult to drawn any significant conclusions.

Comparing the memory requirements of the Open MPI’s matching engine and the fuzzy
matching approach, it becomes clear that there is significant benefit to using fuzzy matching
for MPI Everywhere applications for modern extreme scale systems. Given the applications
results in this section, it is clear that the approach does not negatively impact highly scalable

codes; even when their run'a hybrid MPI+X mode.
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Figure 6.14: LULESH at Scale
Discussion

As shown in both the memory analysis and the large scale application evaluation, fuzzy
matching can improve the memory use of the Open MPI matching engine on the KNL archi-
tecture. This memory savings can be critical for architectures like the KNL where application
developers often try to limit the applications memory usage to the small performant MC-
DRAM. Looking at the microbenchmarks, fuzzy matching performance over the Cray Aries
network does not is not degraded by matching until the search operations reach a depth
1024 for small messages and 2048 for medium size messages. This is sufficient to accom-
modate most of the scaleable communication patterns exascale applications are expected to
use. This is illustrated by proxy applications we tested at scale which did not experience

any degradation. Theapplication tag and rank usage analysis showed potential for fuzzy
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Kripke with Open MPI with 64 Processes Per Node
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Figure 6.15: Kripke at Scale

matching to be performant on a number of applications.

The missing piece from evaluating fuzzy matching as a technique is the lack of tests on an

architecture that supports different vector subdivisions allowing for more elements at the

cost of smaller element sizes. This is needed to explore the performance difference between a

standard vector matching technique and the fuzzy matching technique. On the KNL, these

approaches are limited to the same level of SIMD parallelism and thus it’s unsurprising that

these results show them as similar. At the time of this dissertation, we are in the process

of getting access to a system that supports other SIMD parallelism granularities, which will

allow us to explore trade-offs between different fuzzy matching bit windows and false positive

rates.
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Data: Request with Tag, Source, and Context ID
Result: Matched Element (null if not found)
lock UMQL;
foreach element in UM@) do
if element matches Tag, Source, and Context ID then
remove element from UMQ);
unlock UMQL;

return element ;

end

end

lock TL;

foreach element in UMQI do

if element matches Tag, Source, and Context ID then
remove element from UMQI;

append UMQI to UMQ);

UMQI = empty list;

unlock TL;

unlock UMQL;

return element ;

end
remove element from UMQI;

append element to UMQ);

end

append new element to PRQI;
unlock TL;

unlock UMQ;

return null ;

Algorithm 2: Tail Queues - Post Receive
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Half Scale
Full Scale
2x Cores
4x Cores

4096 Nodes, 68 Ranks Per
8192 Nodes, 68 Ranks Per
8192 Nodes, 136 Ranks Per
8192 Nodes, 272 Ranks Per

2.26 GiB
4.52 GiB
18.06 GiB
72.25 GiB

Table 6.2: Open MPI Memory Overhead for different Run Scenarios for Trinity’s KNL
Partition
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Chapter 7

Conclusions and Future Work

The goal of this dissertation was to quantify the impact of many-core systems on HPC
communication libraries and explore methods of mitigating these issues for both legacy and
future applications. In this chapter, I present a summary of my contributions and explore

future work.

7.1 Summary

In this dissertation, I examined the performance impact of many-core processors on HPC
communication library performance and strategies to mitigate that impact. I demonstrated
this impact through empirical studies on a range of current generation hardware set-ups.
To mitigate this effect, I explored new parallel programing models for future applications
and a number of HPC communication library optimizations targeted at supporting legacy

applications. Below I discus the contributions of this work.

An evaluation of the impact of many-core processors on modern communica-

tion systems including onload and offload network architectures In Chapter 3, I
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explored the impact of many-core processor on the power and performance of HPC commu-
nication libraries on the two major interconnect hardware approaches. Using DVFS, I was
able to explore the effects of the CPU speed on HPC communication library processing, with
speed ranging from many-core equivalents (1.4 GHz) to the fast large core processors (3.8
GHz). By leveraging power insight measurement devices, I was able to examine the trade
off spaces with hardware optimizations for network processing and the effect on high scale

parallel applications.

A suite of benchmarks, RMA-MT, and studies using them to explore one-sided
programing models In Chapter 4, I explored one-sided multi-threaded programing mod-
els through two suites of benchmarks, RMA-MT and SHMEM-MT. One sided communica-
tion, like MPI’'s RMA or OpenSHMEM, avoid the majority of the computational steps re-
quired by shifting memory management from the receiver to the sender. For this reason, this
programing model has been proposed as way to achieve HPC communication library perfor-
mance at Exascale. The RMA-MT benchmarks exposed both performance and functionality
issues with current support for these models. The SHMEM-MT benchmarks showed the
performance benefit of one-sided communication by examining a simple one-sided focused

HPC communication library.

A modern matching architecture that leverages vector operations and caching
behavior In Chapter 5, I presented three approaches for improving two-sided MPI perfor-
mance on KNL processors. The three optimizations were: packing multiple elements into a
single cache line, vector matching, and explicit cache management through cache heating. I
then presented a study which throughly examined performance of these three approaches,
separately and in combination, on a variety of architectures. The combination of these ap-
proaches improved performance on all of the systems tested including KNL performance that

saw up to a40x increases to M PI bandwidth.
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Matching approaches that improve matching performance for future programing
models and hardware In Chapter 6, I explored two new matching approaches that should
improve performance in future systems. Tail Queues is an approach that seeks to parallelize
the matching engine, by isolating the critical section at the end of the lists. This allows each
list to be parallelized independently, which improves thread multiple performance. This
is targeted at future programing models, where MPI+X and fine grained messaging require
MPITHREAD _MULTIPLE. The other approach is fuzzy matching. This is an extension
of vector matching utilizing new vector instructions found in the AVX-512 Bytes and Words
module. This module provides instructions for increasing the number of integers processes in
a single vector operation by reducing the size of each. By optimistically matching against a
bit window, MPI can utilize these vector instructions to increase the amount of parallelism.
This speeds up matching when applied to a traditional matching engine and can significantly
reduce the memory overhead of Open MPI style approaches by allowing the implementation

to use one list without a significant performance penalty for most applications.

7.2 Future Work

There are a number of different future directions that directly extend from the work pre-
sented in this dissertation. These include characterizing power and performance trade-offs
for different offload hardware, developing new benchmarks that explore the performance of
mutil-threaded one-sided communication using algorithms that leverage fine grained messag-
ing designs, and leveraging new hardware to increase the efficiency of vector based matching.
There are also several longer term directions this research can lead. These include an evalu-
ation an exploration of hot caching for both MPI communication libraries and applications,

and designing new hardware that leverages vector matching.

With the growth in the number of different offload network architectures available, the

trade-oft space for theseis becoming more complex. Characterizing power and performance
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trade-offs for different ofload hardware would increase our understanding of the power and
performance trade-offs of simplistic offload architectures and those that are more complex.
This presents a number of challenges to make ensure fair comparisons across vendors, as
isolating the impact of the network card becomes more difficult when the other components

are varied.

While RMA-MT and SHMEM-MT are good first steps at exploring one-sided multi-threaded
performance, they focus on pushing the implementation rather than characterizing the pro-
graming models these are designed for. Developing new application-level benchmarks that
explore the performance of mutil-threaded one-sided communication when using algorithms
that leverage fine grained messaging designs provides a better understanding these communi-
cation patters. This can be in the form of increasing performance; one-sided communication
should consolidate the amount of synchronization needed to support fine-grained commu-
nication algorithms. However, it is also valuable to explore the challenges and restrictions
of writing and adapting codes to the programming models. Developing this with a modu-
lar communication architecture to additionally support two sided communication could also
help us explore the application impact of novel advances in MPI_ THREAD _MULTIPLE

codepaths, such as Tail Queues.

There are a number of new iteration of vector units in the various CPU architecture that
are interesting to leverage for matching. Intel’s Sky Lake expands support for AVX 512,
including different sizes of integers. As mentioned in Chapter 6 this would allow us to
further explore vector matching architectures like fuzzy matching. There is also ARM’s SVE
which supports a modular vector unit which can support up to 2KiB vectors. This could
allow for the exploration of the effects of vector size, which would require a characterization
of how applications order their matching elements to determine how many holes each long

vector will have and what size of vector is most performant for each application.

The exploration of Hot Caching is very preliminary at this point. I have demonstrated the

technique and its potentialise in MPI, however there is still missing information needed to
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fully explore this concept. First, we need to explore how viable it is to have a Hot Cache
that can be toggled. While the positive impact of Hot Caching is verified, it is useful to have
a Hot Cache that can accelerate serial sections of code and without causing interference or
requiring a dedicated core during parallel sections of code. There is also potential to allow
for user specified regions, which would allow for an exploration of the trade-off of hot caching
performance critical data structures in applications against the resources used and resource

contention caused by the technique.

Finally, there is potential to leverage the vector matching technique in offload cards. By
utilizing an FPGA for matching, one could theoretically design many new features in a wide
vector unit. This would allow for utility functions like delete and rotate, where an element is
deleted and the following elements are shifted back one place. This would reduce the number
of holes in the data structure and could be used to ensure the vectors are packed properly

reducing the needed number of vector compares.
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